








where g; = the log(R&D stock), y; = log(output) and p, = log(user cost of
R&D). Under this model 8 = the Hicks-Allen elasticity of substitution. Constant
returns implies that v = 1. The stock is generally calculated using the perpetual
inventory method where G; = R; + (1 — 6)G,_1, capital letters denoting the levels
(not logs) of g and r, and § is the knowledge depreciation rate. Unfortunately,
unlike physical capital there is little information upon which to base the initial
condition in constructing this measure.

Several studies specify the R&D equation in terms of a stock rather than a
flow measure (e.g. Shah 1994; Bernstein 1988). It is important to be aware of
this difference when examining the empirical studies as the stock will be much
higher than the flow. However, when the equation is specified in logarithms (as
it usually is) then the difference is not so clear. To see this assume that the R&D

stock grows at rate v;, we have G;; = (1 + v;)G, -1 so that

Ry = (6+vi)Gir
- (—‘5 & ”i> Gu
1+ Vi

and

]-+Vi
= -+ Gt

<5+l/z)
T = In + gt

Substituting this equation into (3.3) gives

Ty = Qo + By + YYir T N+ Ui (3.4)
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This implies that we have to allow for firm fixed effects in the R&D equation,
but that otherwise the estimates will be approximately the same, whether we use
the log of the stock of R&D or its flow as the dependent variable.” That is, as
long as R&D is growing at approximately a constant rate at the firm level and we
include fixed effects in the R&D equation, the interpretation of the coefficients is
the same as it was in equation (3.3).

A deeper problem relates to the adjustment cost function of R&D. ‘Reduced
form’ approaches will usually use a general dynamic form of (3.4) to capture these.
The problem is that adjustment costs for R&D are likely to be large and this will
be reflected in a large value for the lagged dependent variable. Temporary shocks
to the price are unlikely to have very large effects and even permanent shocks
will take a long time before their full effect is felt. This is compounded by the
fact that R&D is characterised by large fixed and sunk costs so the linear form
of (3.4) may be inappropriate. At the least one might consider modelling the
decision to participate in R&D separately from the amount of R&D conditional

on participation (e.g. Bond, Harhoff and Van Reenen 1999).

4. Econometric Evidence

Since the preponderance of work has been done on the U. S. we focus first on the

results of this work before surveying the smaller number of international studies.

90f course, the fixed effects will also control for many other variables which have been omitted
from the specifications such as firm specific knowledge depreciation rates, so they would probably
also be useful in the version with the stock of R&D.
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4.1. Studies on the United States

Table 2 presents a summary of the results of the many studies of the United States
R&E tax credit that have been performed since its inception in 1981. In this
table we report an attempt to ascertain two standardized results from these quite
disparate studies: the price elasticity of R&D (for a typical firm in the sample)
and some kind of estimate of the benefit-cost ratio of the credit. In many cases,
the data that would allow us to compute these numbers were not really complete
in the paper, and we were forced to give nothing, or a rough approximation to
the quantity desired. It is apparent from looking at the table that the first wave
of estimates (those using data through 1983) differ substantially from the second
(those using data through 1988 and later) in two respects. First, the early studies
tend to have lower or non-reported tax price elasticities of R&D; only the later
study by McCutchen of large pharmaceutical firms is an exception, and the R&D
equation in this study appears to be misspecified. Secondly, they are typically
not based on the publicly reported 10-K data maintained by Compustat, but on
mternal U. S. Treasury tax data, surveys and interviews, and, in one case, an
early Compustat file. This makes it difficult to ascertain whether the differences
In results are because the response to the credit varied over time, or because the
type of data used was substantially different.

Unfortunately, the only early study that used a large set of firms from Com-
pustat (Eisner, Albert, and Sullivan 1983), contains an R&D equation that is not
well-specified, and does not contain any variable to capture the effect of the tax
credit. Thus it is not possible to draw any conclusion about the incentive effect

from the regressions published in this report. In order to investigate results using
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Compustat data in the earlier period, Hall (1995) re-estimated the equations in
Table 6 of Hall 1993 for the time period 1981-82 using ordinary least squares. She
found that the estimated tax price elasticity for this earlier period using Compu-
stat data was slightly lower than that using Compustat data for the entire 1980s,
but still very significant. In either levels or growth rates, it Is approximately -0.6
mstead of the -0.85 that was obtained for the whole period. If we multiply this
elasticity times the weighted average effective credit rates for 1981 and 1982 shown
in Table 3 of Hall 1993, we obtain projected increases in R&D spending during
these two years of 2.1 and 2.3 percent respectively; consistent with the relatively
low increases reported by Eisner and Mansfield using survey data that covered
the same period.

As indicated above, later work using U. S. firm-level data all reaches the same
conclusion: the tax price elasticity of total R&D spending during the 1980s is on
the order of unity, maybe higher. This result was obtained by Berger (1993) using
a balanced Compustat panel, Hall (1993) using an unbalanced Compustat panel,
Hines (1993) using a balanced Compustat panel of multinationals and a tax price
derived from the foreign income allocation rules for R&D rather than the credit,
and by Baily and Lawrence (1987, 1992) using aggregate 2-digit level industry
data. All of these researchers specified an R&D demand equation that contained
lagged R&D, current and lagged output, and occasionally other variables such as
cash flow. Hall and Hines used instrumental variable techniques to correct for
simultaneity in the equation.”

Thus there is little doubt about the story that the firm-level publicly-reported
R&D data tell: the R&D tax credit produces roughly a dollar-for-dollar increase

10Hall uses lags of the endogenous variables in a GMM estimator.

21



in reported R&D spending on the margin. However, it took some time in the
early years of the credit for firms to adjust to its presence, so the elasticity was
somewhat lower during that period. Coupled with the weak incentive effects of
the early design of the credit, this low short run elasticity implied a weak response
of R&D spending in the initial years, causing researchers to interpret it as zero or
insignificant. Thus there is no actual contradiction in the evidence.

However, most of the solid evidence we have to date rests upon the response of
total R&D spending to changes in the tax price of “qualified” R&E. This qualified
R&E typically accounts for anywhere from 50% to 73% of total R&D spending.
It also rests on rather shaky tax status data, where the effective tax credit rate
faced by the firm is inferred using information in the Compustat files on operating
losses and taxable income over the relevant years; where aggregate data is used, no
attempt has been made to correct for the usability of the credit. There is reason
to believe that inferring the qualified R&E spending by multiplying total R&D on
the 10-K by a common correction factor (such as 0.6) and inferring the tax status
by looking at the 10-K numbers is somewhat unreliable. The only study that
has used the true (confidential) corporate tax data is that by Altshuler (1989)
and unfortunately for our purposes here, it focuses on the weak incentive effect
implied by the credit design rather than evaluating the actual R&D induced.

Basing our conclusions on the response of total R&D spending to a tax price
inferred from Compustat data may suffer from two quite distinct problems that
deserve further investigation: First, as discussed above, the estimates based on
public data may be quite noisy, and even misleading. Second, because these esti-
mates are based on the response of reported R&D to the credit itself, they may

overestimate the true response of R&D spending to a change in price. This is
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sometimes called the “relabelling” problem. If a preferential tax treatment for
a particular activity is introduced, firms have an incentive to make sure that
anything related to that activity is now classified correctly, whereas prior to the
preferential treatment, they may have been indifferent between labelling the cur-
rent expenses associated with R&D as ordinary expenses or R&D expenses. There
is some suggestive evidence reported in Eisner, Albert, and Sullivan (1986) con-
cerning the rate of increase in qualified R&E expenditures between 1980 and
1981, when the credit took effect. Using a fairly small sample of firms surveyed
by McGraw-Hill, they were able to estimate that the qualified R&D share grew
greatly between 1980 and 1981, less so between 1981 and 1982. This is consistent
with firms learning about the tax credit, and shifting expenses around in their
accounts to maximize the portion of R&D that is qualified. It is also consistent
with the tax credit having the desired incentive effect of shifting spending toward
qualified activities, although the speed of adjustment suggests that accounting
rather than real changes are responsible for some of the increase.

One way around the relabelling problem is to use a method of estimating the
inducement effect that does not rely directly on the responsiveness of R&D to the
tax credit. This is the method used in U. S. GAO (1989) and in Bernstein’s 1986
study of the Canadian R&D tax credit. One takes an estimated price elasticity for
R&D, estimated using ordinary price variation and not tax price variation, and
multiplies this elasticity times the effective marginal credit rate to get a predicted
increase in R&D spending due to the credit rate. For example, if the estimated
short run price elasticity is -0.13 (as in Bernstein 1986), and the marginal effective
credit rate is 4 percent, the estimated short run increase in R&D spending from

the credit would be 0.5 percent. With a long-run elasticity of -0.5 (Bernstein
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and Nadiri 1989) and a marginal effective credit rate of 10 percent, the estimated
increase would be 5 percent. In practice, the difficulty with this method has
been that most of the elasticity estimates we have are based on a few studies
by Bernstein and Nadiri that rely on the time series variation of an R&D price
deflator that evolves as a fairly smooth trend and so is correlated with many
other changes in the economy.!! In addition, they are based on either industry
data from the 1950s and 1960s or a very small sample of manufacturing firms, so
they may not generalize that easily.

It is unlikely that the R&D demand elasticity with respect to price is constant
over very different time periods or countries, so it would be desirable to have more
up-to-date estimates in order to use this method. Obviously, one can never be
sure that firms will actually respond to a tax incentive in the way implied by
the price elasticity and measured credit rate, but it would be useful to have this

method available as a check on the more direct approach using tax prices.

4.2. Non-U. S. studies

Few countries have performed as many studies of their incremental R&D tax credit
programs as the United States. There are several reasons for this: 1) Most of these
schemes have been in place for a shorter time period. 2) They have relied on the
U. S. evaluations for evidence of effectiveness. 3) Internal government studies
may have been done, but these are hard to come by if you are not connected
with researchers within the government in question. The only studies we have

been able to find are displayed in Table 4. They cover Australia, Canada, France,

'!See also Goldberg (1979), Nadiri (1980), Cardani and Mohnen (1984), Mohnen, Nadiri and
Prucha (1990).
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Japan, and Sweden, although neither the Canadian nor the Swedish study are
currently applicable, as the tax incentives for R&D in these countries have changed
substantially since the studies were done.

There have been several studies of Canadian data. Dagenais, Mohnen and
Therrien (1998) analyse Canadian firms using the substantial variation in the
R&D tax credit to construct a measure of the user cost. They estimate a gen-
eralised Tobit model for the R&D stock which allows the tax price to affect the
amount of R&D performed as well as whether firms conduct R&D at all. They
find a weakly significant effect on the former with a long run effect almost 20 times
the short-run effect. Through a simulation exercise they find that a one per cent
increase in the federal tax credit generates an average of $0.98 additional R&D
expenditure per dollar of tax revenues foregone.

One of the most comprehensive and carefully done of these studies is that by
the Australian Bureau of Industry Economics. It is noteworthy that the conclu-
sions reached with respect to the tax price elasticity and benefit-cost ratio are
similar to those in the recent United States studies. The methodology used com-
pares the R&D growth rates for firms able and unable to use the tax credit for tax
reasons. This has the obvious disadvantage that assignment to a control group is
endogenous, and that the full marginal variation of the tax credit across firms is
not used, only a dummy variable. In general, the survey evidence that asks firms
by how much they increased their R&D due to the tax credit is consistent with
the econometric evidence.

The French study by Amussen and Berriot (1993) encountered some data
difficulties having to do with matching firms from the enterprise surveys, R&D

surveys, and the tax records, so the sample is somewhat smaller than expected,

25



and may be subject to selection bias. The specification they used for the R&D
demand equation includes the magnitude of the credit claimed as an indication of
the cost reduction due to the credit. If all firms faced the same effective credit rate
on the margin, it is easy to compute the tax price elasticity from the coefficient
of this variable. Unfortunately, this is typically not true in France, so that this
equation is not ideal for the purpose of estimating the tax price elasticity. Even
so, Asmussen and Berriot obtain a plausible estimate of 0.26 (0.08), which is
consistent with other evidence using similar French data and a true tax price.
Few studies have attempted to systematically compare the effectiveness of
various R&D tax incentives across countries, partly because of the formidable
obstacles to understanding the details of each system. McFetridge and Warda
(1983) and Warda (1993) have constructed estimates of the cost of R&D for
large numbers of major R&D-doing countries. Like the Bloom et al (1998) study
discussed in section 2 they found that Japan, Germany, Italy, Sweden, and the
United Kingdom had the highest tax cost of R&D projects and the United States,
France, Korea, Australia, and Canada the lowest. Bloom, Griffith and Van Reenen
(1999) use the user-costs calculated over eight countries in section 2 to analyse the
effect on R&D. Like the micro studies they also find a long-run elasticity of about
unity but a very low short run elasticity (0.16). More interestingly they identify
significant effects of the foreign user cost of capital which they interpret to mean
that changes in R&D tax credits can stimulate firms into relocating their R&D
across borders. This raises a new dimension in the debate over the efficacy of tax
credits. If some of the estimated increase comes from multinationals relocating

their R&D laboratories it raises the question of tax competition over ‘footloose’

R&D.
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The central conclusion at present from studies in other countries is not different
from those using U. S. data: the response to an R&D tax credit tends to be fairly
small at first, but increases over time. The effect of incremental schemes with
a moving average base (France, Japan) is the approximately the same as in the

United States: they greatly reduce the incentive effect of the credit.

5. Conclusions

In this paper we have considered the tax treatment of R&D and its effect on
firm’s decisions. Because it is expensed R&D is tax privileged compared to fixed
investment. There are also a host of special tax breaks, such as the US R&E credit
that further subsidise R&D activities. These have varied extensively over time
and across countries to a much greater extent than physical capital. Our sense
is that the tax treatment of R&D is becoming more lenient and it is likely that
countries will increasingly turn to the tax system and away from direct grants.

One feature of the existing schemes is that they imply very heterogenous prices
facing firms. This variation is a useful source of identification of the effect of price
changes on quantity demanded, although there are still relatively few studies that
have used this. Taken as a whole there is substantial evidence that tax has an
effect of R&D performed, the most compelling evidence coming from the quasi-
experimental approach of calculating a user cost of R&D and estimating an explicit
econometric model. A tax price elasticity of around unity is still a good ballpark
figure, although there is a good deal of variation around this from different studies
as one would expect.

Looking ahead there are several ways in which the literature could grow. First,
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expanding beyond the US to other countries is a trend which clearly needs to be
encouraged. International firm level datasets are becoming more widely available
and we would emphasis to policy makers the imperative of having more open,
objective, statistical evaluations of their policies. Secondly, there has been little
attempt to use the variation in tax prices as an instrument for R&D in examining
other variables of interest. For example we are interested in the question of the
productivity effect of R&D and whether the tax credit could be used as a quasi-
experiment to get better calculations of the return to R&D investments. Finally,
the issue political economy cuts through many of the issues here. Why and when
do government’s introduce tax breaks? Are they reacting to policies in other
countries as the theory of tax competition suggests they will? Understanding the
process by which different policies are conceived and come to life is as important

as evaluating their effects once they are born and grown up.
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A. Measuring the User Cost of R&D

The user cost of R&D is calculated using the standard approach of Hall and
Jorgensen (1967) and King and Fullerton (1984) and that was extended to the
international setting in OECD (1991) and Devereux and Pearson (1995). The

aim of this approach is to derive the pre-tax real rate of return on the marginal
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investment project that is required to earn a minimum rate of return after tax.
This will be a function of the general tax system, economic variables and the
treatment of R&D expenditure in particular.

We consider a profit maximising firm which increases its R&D stock by one
unit in period one, then disposes of that unit in the second period. The tax system
affects the cost of making this investment in two ways. First, the revenue earned
from the investment is taxed at rate 7. Second, the cost of the investment to the
firm is reduced by depreciation allowances and tax credits.

Assuming that depreciation allowances are given on a declining balance basis
at rate ¢, and begin in the first period the value of the depreciation allowance
will be 7,4, in period one, and in subsequent periods the value falls by (1 — ¢,).1?

Denote the net present value of the stream of these depreciation allowances Af,

ng(1-¢) b (1-@) . (l+r)

d __
A =Tht T Trr)? 7T (Gt

where 7, is the discount rate and the asset and country subscripts have been
omitted for simplicity.

Similarly we can calculate the net present value of the tax credit, A7, which
will depend on the type of tax credit available on R&D expenditure. The main
features that affect the value of a tax credit are whether the credit applies to total
or incremental expenditure, how the base level of expenditure is defined in the
incremental case and whether the credit is capped on a firm by firm basis.

Under the assumption of perfect foresight and no tax exhaustion the net
present value of an incremental tax credit with a base that is defined as the

k-period moving average is

k

1 .
Ag = Tg(Bt — —k,‘_ Z(l + Tt)'lBt_H‘) (Al)

g=1

21n practice depreciation allowances generally begin in the second period, or are given at half
the rate in the first period. This is taken account of in the empirical application. Depreciation
allowances may also be given on a straight line basis, in which case the expression for Ad is
slightly different.
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where 7¢ is the statutory credit rate, B;i; is an indicator which takes the
value 1 if R&D expenditure is above its incremental R&D base in period ¢ and
zero otherwise. If the credit has an absolute firm level cap, as in France, then A7
is assumed to be as above for firms below the credit caps and zero for those above
the cap.

The depreciation allowances and tax credits vary across types of asset, coun-
tries and time. We consider investment in the manufacturing sector into three
types of asset for use in R&D - current expenditure, buildings, and plant and
machinery. An important assumption in the modelling strategy used here is that
current expenditure on R&D is treated as an investment - that is its full value is
not realised immediately. We also assume that domestic investment is financed
by retained earnings.

In an individual country, the user cost of a domestic investment in R&D for

each asset (indexed by j) is given by

(- (a5 43)
(1 ol Tt)
where §; is the economic depreciation rate of the asset. The economic depreciation

P?t = [Tt + (5j] (A.2)

rates used are 30% for current expenditure on R&D, 3.61% for buildings and
12.64% for plant and machinery. The domestic user cost of R&D for an individual

country is then given by

3
P? = ijp;it (A.3)
j=1

where w; are weights equal to 0.90 for current expenditure, 0.064 for plant
and machinery and 0.036 for buildings (see OECD (1991)). The tax component
of the user cost of R&D is constructed using a constant real interest rate across

countries and over time (10 per cent).

(1- (A% + Az,))
(1—714)

(A.4)

7d __
Pt =

43



The Tax Treatment of R&D around the World - G-7 Countries

TABLE 1

Country R&D R&D Capital Base for Carryback Special Foreign R&D R&D by
(Date Definition of R&D Deprec. Deprec. Tax Credit Incremental and Credit Treatment for by Domestic Foreign
Enacted) for Tax Credit Rate Rate Rate Tax Credit Carryforward Taxable? SMEs Firms Firms
Canada Frascati, excl. soc sci. 100% 100% or 20% DB 20% 0 3yrCB yes 40% to R=C$200K expense 20% only?
(1960s) marketing, routine 20% ITC 10yr CF grant if no tax liab. no ITC, etc.
testing,etc. not buildings 35% cap eq ITC
up to $2M
France Frascati, incl. patent dep. 100% 3-yr SL 50% (R(-1)+R(-2))/2 5-yr CF no yes no accel dep ?
(1983) contract R, excl. office or 5 yr cap. (not buildings) (real) 5-yr for OL recapture TC<50MFF unless cons.
expenses &support personnel accelerated TC refunded no credit
incl. upgrades,SW, overhead

Germany Frascati, incl. Development, 100% 30% DB none NA 1/5 yrs NA assistance via 25% on

improvements, software cap. If acq. 4% SL - bldgs cash grant/ ITC royalties

cash grants?
Italy Frascati, incl. Software 100% accelerated none NA NA ? yes, ceiling
or 5 yr cap.
Japan Frascati, incl. deprec of P&E, 100% accelerated 20% max R since 66 5-yr no 6%R instead 6% credit for 20% on
(1966) deferred charges benefit>1 yr or 5 yr cap. 5% TC - bldgs (max at 10% usual but credit (cap<Y100m) coop with royalties
incl. Software tax liab.) limited to 10% 6% for envir./ foreign labs
health

UK no special definition; treated 100% 100% none NA 5-yr CF NA 25% on

as an expense, however if "sci. res." royalties
us excl. contract R (for doer), 100% 3-yr., 20% avg of 84-88 R 3/15 yrs yes R/S 3% for not eligible same as
(July 1981) rev. engineering, prod. 15 yr. for bldgs startups domestic

improv., 35% contract R




TABLE 1 (cont.)

R&D R&D Capital Base for Carryback Special Foreign R&D R&D by
Country Definition of R&D Deprec. Deprec. Tax Credit Incremental and Credit Treatment for by Domestic Foreign
(Date Enacted) for Tax Credit Rate Rate Rate Tax Credit Carryforward taxable SMEs Firms Firms
Australia Frascati, excl. soc sci, 150% 3-yr SL none NA 3/10 yrs NA ceiling; reduced up to 10% of no special
(July 1985) some testing, marketing (not buildings) credit for small project cost provisions
overhead, software R&D programs incl in 19957
[Austria Dev. & improv. of 105% accelerated none NA 5yrCF NA
valuable inventions
Belgium incl. Software 100% 3-yr SL none NA 5yrCF NA 10-15% addl
or 3 yr cap. 20-yr - bldgs capital deduction
Brazil R&D in computer ind. 100% like investment none NA 4yr CF
100% of comp.
China (PRC) NA none
Denmark Special tech programmes 100%? 100% ? ? 5-yr CF ?
with EC researchers
India scientific research 100% 100% none NA ? NA 30-50% on royalties
or knowhow except land
Ireland scientific research 100% 100% (not related) up to 400%? ?? ? ?? TC ceiling of 525000 27% on royalties;
incl. software 15% otherwise tax treaties
Korea experimental and 100% 18-20% deprec 10% 0 ? no yes; special 10-16% on no special
research expenditure 5.6% - bldgs 25% avg of rules for startups royalties provisions
last 2 yrs
Mexico 100% 3-yr SL none NA ? NA
20-yr -bldgs
Netherlands W&S of R&D leading to 100% like investment 12.5-25% 0 8-yrs CF no yes; ceiling on ITC no tax on royalties
(1994) prod. dev. (not services) or 5 yr cap. max on R&D wages
Norway prod. dev., capitalized 100% like investment none NA 10-yr CF NA no tax on royalties
knowhow cap if prod. (res. reserve)
Portugal usual 100% none NA ? NA does not 0-27% on
or 3 yr cap. apply royalties
Singapore excl. soc. sci., quality cap. except deprec. as addl deduction NA ? NA yes
control, software some R&D usual (200%)
South Africa scientific research 100% for R 25% dep for cap. none NA ? NA
development of tech. cap. for D
Spain excl. routine prod. improve. amortize 100% 15%/30% avg of last 2 yrs| 5-yr CF - OL NA 5-25% on royalties
incl. software over 5 yrs or depreciate 30%/45% on F.A. | (for higher rate)] 3-yrCF-TC
Sweden 100% 30% DB none NA tax liability NA
(disc. 84) 4% SL - bldgs
Switzerland none 100% like investment subcontracted ? 2-yr CF ? 35% on royalties
incl. software or 5 yr cap. research
Taiwan usual 100% deprec. as 15% 2% revenue 4yr CF NA 3.75-20% on royalties
usual 20% 3% revenue




Table 2
Empirical Studies of the Effectiveness of the R&D Tax Credit - United States

Date of Study 1983 1983 1986 1992 1993 1987, 1992 1993 1993 1993 1996
Eisner, Albert, Baily and Nadiri and
[Author(s) Collins (Eisner) and Sullivan Mansfield Swenson Berger Lawrence Hall McCutchen Hines Mamuneas
Period of Credit 1981:2 1981-82 1981-1983 1981-88 1981-88 1981-89 1981-91 1982-85 1984-89 1956-1988
Control period 1981:1 1980 not relevant 1975-80 1975-80 1960-807? 1980 1975-80 not relevant not relevant
Data source McGraw-Hill | McGraw-Hill surveys | Stratified random Compustat Compustat NSF R&D by ind| Compustat IMS data Compustat +
surveys Compustat, IRS ind. survey and 10Ks
Data Type 99 firms ~600 firms for R&D 110 firms 263 firms 263 firms 12 2-digit inds. 800 firms 20 large drug |116 multinationalgd 15 industries
3,4-digit ind for tax (balanced) (balanced) (unbalanced) firms
Methodology (3) Event (1) Dummy (4) Survey (1) Dummy (1),(3) 1),(2) (2) Elasticity (1) Dummy (2) Elasticity elasticity
Compare pre- R&D equation Log R&D Research R&D demand
ERTA est. R&D| compared pre- and Log R&D demand| demand egn |intensity eqn by| eqn with tax
to post-ERTA | post-ERTA for R&D | Asked if R&D tax |Log R&D demand| R&D intensity |egn with tax price| with tax price | strategic group |price for sec 861-] cost function
spending above/below base |incentive increased equation equation or credit dummy var. with tax credit 8 approach
Lag R/S, Ind. Dom. & for. tax
R/S, Inv/S Ind. |Lag R&D, current Lag R&D, Past NCEs, price & sales,
R&D lag 1&2, current Log S, change in Inv/S, CF/S, and lag output current, lag Divers., Sales, Ind, firm
Controls & lag sales, CF LTDebt lag 1&2 | Tobin's g, GNP (logs) output (logs) %drug sales dummies output, public R&D
Estimated
Elasticity insig. insig. 0.35? ? 1.0-1.5 0.75 (0.25) 1.0-1.5 0.28-10.0? 12-16 0.95-1
Estimated
Benefit-Cost <1.0 NA 0.30to 0.60 NA 1.74 1.3 2 0.29-0.35 1.3-2.00
Credit dummies Higher Compares firms
Also used Not a good depend on response for w and w/o
survey experiment; too early, Increases get usability; Usability Tax price Response low CF firms; foreign tax
evidence, OTA | insuff. Control for TC, larger as time stratified by tax measures assumes firm is | larger in 86-91; | problem with eq| credits - different
Comments computations | poor functional form passes status problematic taxpayer IV estimation | nonhomothetic experiment




TABLE 3
Studies of the of the R&D Tax Credit - Other Countries

Country Canada Canada Sweden Canada Japan Australia Canada G7 and Australia
Date of Study 1983 1985 1986 1986 1988 1993 1998 1999
McFetridge Mansfield Goto and Australian Bernstein Bloom, Griffith
Author(s) and Warda and Switzer Mansfield Bernstein W akasugi BIE and Van Reenen
Period of Credit 1962-82 1980-83 1981-1983 1981-88 1980 1984-1994 1964-1992 1979-1994
Control period NA not relevant not relevant 1975-80 non-users
Data source Statistics Stratified survey Stratified random prior estimates ABS R&D survey Canadian manufacturing
Canada interview survey IR&D board manufacturing sector (panel
Data Type aggregate 55 firms (30% of R) 40 firms firms? >1000 firms sector estimates)
Methodology (2) Elasticity (4) Survey (4) Survey (2) Elasticity 1), 4 elasticity elasticity
Use elasticity of Asked if R&D tax Asked if R&D tax Multiply prior Log R&D demand eqn cost function R&D demand eqn
0.6 and tax incentive increased incentive increased elasticity estimate with credit dummy approach with tax-adjusted
price of R&D spending spending times credit rate control/no control user cost
Controls NA No control years, NA Lag R&D, Log Size output lagged R&D, output
unclear if these Growth, other factor prices country and time
are total increases tax loss dummy dummies
from tax credit Gov support dummy
Estimated
Elasticity 0.6 0.04-0.18 small 0.13 ~1.0 0.14 in short-run .16 in short-run
Estimated 0.30 in long-run 1.1 in long-run
Benefit-Cost 0.60 0.38-0.67 0.3t0 0.4 0.83-1.73 0.6-1.0
Comments Elasticity comes Elasticity estimated Increases get Larger figure increased R&D Elasticity is comb. find effect of

from Nadiri(1980)
"tentative"

from McF&Warda
tax cr. of 20% and
obs. R increase

larger as time
passes.

includes output
effects

by 1%

of survey evidence
and control
group analysis

tax credits on
re-location decision

See the text for a more complete description of methodologies (1)-(4).



France Canada
1993 1998
Asmussen Dagenais, Mohnen,
and Berriot and Therrien
1985-89 1975-92

DG, and MRT data
339 firms

(1) Demand
R&D demand eqn
with log(credit)*
Indicator for ceiling

Logs of gov subsidy,
size,
size sq, concentration,
immob per head

0.26 (.08)

Estimated elasticity
is credit elasticity
divided by elasticity
of tax price wrt credit

Canadian Compustat
Statcan deflators
434 firms

(1) Demand
Log R&D stock eqn
with log(credit)*
Sample sel. Model

Log sales, log capital,
ind. R stock, lag R stock
fixed effects

0.40 (.25)

0.98 (LR)

Includes a selection eqn
for doing R&D; elasticity
derived from stock est.
C-B includes output




Price of R&D Relative to Output

Figure 1 - Tax Component of R&D user cost
Four Most Generous Countries
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Price of R&D Relative to Output

Figure 2 - Tax component of the user cost of R&D
Four Least Generous Countries
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Figure 3
Distribution of the Effective R&D Tax Credit - U.S.
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Tax Price of R&D

Figure 4
Distribution of the Effective R&D Tax Credit - Canada
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