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ABSTRACT

The design and introduction of innovative products and services de-
termines the fate of many organizations in both the private and public
sectors. Such innovation is linked to increased effectiveness and pro-
ductivity, but often represents high risk to an organization since the
success or failure of innovation is dependent upon uncertain consumer
response. This dissertation couples quantitative analysis with creative
efforts in a methodology to aid managers in the design and implementation
of innovation. The methodology produces predictions of consumer response
and diagnostics on consumer perceptions, preferences, and choices, and
identifies relevant market segments.

Part I discusses the managerial issues, reviews the relevant litera-
ture, and structures the methodology. Part II then describes the tech-
niques in detail. Each chapter discucces a functional step in the methodo-
logy, i.e., observation and measurement of consumers, identifying and struc-
turing perception, abstracting segments, constructing consumer 'utility"
functions, predicting individual choice probabilities, and producing ag-
gregate estimates. State of the art techniques from psychometrics, von
Neumann-Morgenstern utility theory, and stochastic choice theory are pre-
sented for application to the problems. In addition, new theoretic tech-
niques are developed and applied. Together they produce a complete, in-
tegrating, usable methodology to facilitate successful innovation. Part
III discusses testing the methodology and presents a case study.

The new theory developed is (1) an axiomatic derivation of stochastic
preference functions which establishes an isomorphism with von Neumann-
- Morgenstern prescriptive utility theory to allow its theorems to be applied
to descriptive choice, (2) a formal development of an empirical Bayesian
probability of choice model to tune rank order effects with the observed
"utility" values of the choice alternative, and (3) a unique test for
probability of choice models based on information theory and honest reward
functions.

The new applications are (1) the use of psychometrics to define per-
formance measures for consumer utilities, (2) feasible measurement tech-
niques for mass assessment of individual specific consumer utility func-
tions, and (3) a direct msthod to abstract population segments which are
homogeneous with respect to preference.
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Besides presenting the issues, the theory, and the statistical tech-
niques, the methodology is empirically demonstrated by application to
the strategic design of a health maintenance organization for the M.I.[.
Health Department.
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Chapter 1

INTRODUCTION

An important problem faced by both the private and the public
sector is how to design and introduce innovative products and services.
To answer this question it is necessary to know how consumers will

respond to the innovation. Consider the following examples:
Transportation

Beset by declining transit ridership and increasing costs a com-
munity transportation authority wishes to experiment with drastic service
changes. One possible innovation is a computer controlled, dynamically
routed minibus system called Dial-a-Ride which provides door-to-door
service on demand, but results in wait and travel delays and in shared
rides. The authority wants to know how consumers will respond to this
innovation and how to design and implement the system based on consumers'’

perceptions and preference.
Health

A university medical department wishes to provide low cost, high
quality medical service to its community. One possible option is to
form a group practice, called a health maintenance organization (HMO),
which provides complete health care (medicine, surgery, X-rays, etc.)
for a fixed monthly fee. To design such a service, the medical department

needs to know how consumers' perceive health care, what their preferences
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are for the various attributes of health care, and whether everyone
has the same preferences. Also for a given plan and price they want

to know how many consumers will join.
Package Goods and Other Consumer Products

Deoderants, detergents, shampoo, razor blades, antacids, cake
mixes, coffee, tissues, frozen foods, and cereals are all sold in a
competitive market place. A firm wants a good indication of consumer
response before introducing a new product, but an even more important
desire is the creative generation of high potential product ideas.

For example, approximately 50% of the growth in sales over a five year
period in many industries were accounted for by new products (Booz,
Allen, and Hamilton [13]), but new products represent high risk.
Approximately 33% of new products fail and over 70% of the resources
devoted to new product development are allocated to failures (Booz,
Allen, and Hamilton [13]).

Financial institutions, counseling agencies, tourist services,
computer hardware manufacturers all share a common need. The need to
develop new and existing products and services and the need to under-
stand and predict consumer response to these innovations. This dis-
sertation presents a normative methodology to guide creativity in the
development of innovation and to predict consumer response to such in-

novation.
1.1 Scope of the Methodology

Figure 1.1 is a simple representation of the new product and

service innovation process (Hatch and Urban [53]). The first step,
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design, integrates consumer studies with technology and creative efforts
to generate new ideas. These ideas are then evaluated and the promising
ones refined based on predicted and observed consumer reactions, pro-
duction issues, and financial considerations. The design is iteratively
refined until a 'best' design and strategy are identified. Then either
new consumer measures are taken for evaluation or the innovation 1is
advanced to a pilot test. If this is successful the product is introduced.
The methodology presented in this dissertation concentrates on
the design stage, although it could be adapted to the testing stage.
Emphasis is on integrating analytic consumer response models with the
creative design process to produce better ideas, more accurate evaluation,
and clear diagnostics to guide refinement. The methodology identifies
the structure of consumers' perception, abstracts strategically rele-
vant segments, measures the importance of various 'performance measures,"

and provides numerical estimates of consumer response.
1.2 Existing Approaches*

The field of consumer response modeling is not new, in fact much
work has been done in transportation demand prediction, in marketing re-
search, in mathematical psychology, and in a variety of other consumer
choice applications. A brief cross-sectional summary of this work
appears in Hauser [55], but this methodology is primarily based on state-
of-the-art knowledge in three methodological fields: psychometrics,

utility theory, and stochastic choice theory.

*A similar literature review and‘resulting criteria appears in Hauser
and Urban [56].
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Psychometrics

Psychometricians concentrate on measuring, structuring and
explaining how consumers percieve new prcducts and services. Based on
similiarity judgements or ratings of attributes multi-dimensional scal-
ing develops perceptual maps which identify the important dimensions of
perceptions and indicate the position of each product or service relative
to these dimensions (Kruskal [85], Young and Torgenson [L55). Opportuni-
ties for innovation appear as gaps in the perceptual space (Stefflre [133,
Green and Carmone [47]).

PREFMAP combines preference judgements on existing products with
the perceptual data to isolate high opportunity areas by statistically
deriving ''ideal' points and measures of the relative importances of the
perceptual dimensions (Carroll and Chang [24], Carroll [22]). Conjoint
analysis uses statistical techniques to identify importances which are
Tevealed by rank order preferences for factorially generated combinations
of product attributes (Tversky [144], Green and Wind [49]).

"Expectancy value' models require consumers to directly state
importances as well as perceptions of the attributes (Fishbein [33],
Rosenberg [124]). Additive combinations of the importances times percep-
tions are correlated with a measure of preference to assess the adequacy

of the formulation.

Utility Theory

Unlike psychometricians who describe consumer choice behavior,

utility theorists have developed a normative theory to aid managers make
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rational decisions when faced with complex, uncertain outcomes. Uti-
lity theory derives its strength from a rigorous set of axioms

(von Neumann-Morgenstern [151]) and theorems (Raiffa and Schlaifer [121],
Keeney [68,70,71,72,73], Ting [140], Fishburn [35,38]) which specify unique
functional forms for utility fumctions such as additive, multiplicative,
and quasi-additive. A utility function combines the performance measures
for an alternative to produce a single cardinal measure of goodness for
that alternative. The theorems also indicate techniques to directly
assess parameters of these functions and to test the behavioral assump-
tions implied by the functional form. These parameters can be inter-
preted as directly measuring the relative importances of the relevant
performance measures, their interdependencies, and the risk characteris-
tics of the decision process. Since the theory is used to guide the
decision rather than describe it, the decision maker chooses the alter-
native with the highest expected utility value.

To date empirical applications have directly assessed the utility
functions of one or a small number of decision makers (Keeney [67],
Bodily [11], Horgan [64]). A lengthy in-depth interview is required and
the performance measures are chosen by the analyst and the decision maker
to accurately describe alternative courses of action with quantifiable
measures. This in contrast to the psychometrician who, because he is
describing consumer choice behavior, uses techniques with less extensive
data requirements, explicitly considers measurement error, and measures

and uses perceptions.
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Stochastic Choice Theory

Economists, transportation demand theorists, and mathematical
psychologists recognize that there will always be uncertainty in any
prediction of choice behavior and therefore concentrate on explicit
modeling of choice probabilities. Axioms (Luce [92]) and measurement
models (Thurstone [139], McFadden [93]) have been developed which deter-
mine these choice probabilities from observable 'scale' values. Em-
pirically economists and demand theorists parameterize the scale fumc-
tions and statistically estimate the parameters from observations of
actual choice among existing alternatives. The most popular models are
the "random utility' models such as the multinominal logit model
(McFadden [93,94]). In practice most applications (Ben-Akiva [10],
Koppleman [80], Quarmby [11§], Lehrman [87], Manski [99]) assume the
scale function is linear in its parameters, is based on quantifiable
"engineering" variables and is the same for all individuals in a segment.
This in contrast to utility theory with its axiomatic functional forms and
idiosyncratic assessment and psychometrics with its perceived dimensions.

Mathematical sociologists model the stochastic choice process
directly through diffusion, learning, Bernoulli, and semi-Markov models
(Massy, Montgomery, and Morrison [102]). These models describe the
dynamics of choice probabilities over time but do not .link attributes of

products or consumer preferences to choice.
Discussion

It is clear that much diverse work has been done. Each disci-

pline reflects different emphasis, analytic techniques, and measurement
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approaches. Psychometricians are concerned with perception and statis-
tical recovery of importances from stated preference. Their axioms and
behavioral assumptions are concerned primarily with measurement given
some functional form. Utility theorists are concerned with prescriptive
choice under uncertainly. Their axioms and behavioral assumptions speci-
fy unique functional forms and direct assessment procedures which expli-
citly incorporate relative importances, interdependencies, and risk
characteristics, but the axioms do not necessarily apply to descriptive
choice nor are the applications based on perceptions. Choice theorists
are concerned with predicting numerical choice probabilities. Their
axioms and behavioral assumptions model linkages from scale values to
choice probabilities but do not consider linkages between consumer per-
ception and managerial prediction of the attributes or axiomatic speci-
fication of functional forms for the utility functions.

The approaches also differ in the level of aggregation. Psycho-
metricians develop average representation of perception and preference,
but can explicitly check for homogeneity with respect to perception or
preference (Carroll and Chang [23,24], Tucker and Messick [142]). Utility
theorists work completely idiosyncratically and although theoretic work
has been done on the existance and specification of a cardinal utility
function for group decision making (Keeney [69], Keeney and Kirkwood [74],
Kirkwood [79], Arrow [5]) not much effort has been directed at the pro-
blems of mass assessment of utility functions for describing individual
choice. Choice theorists directly model individual response and then
aggregate, but their statistical techniques require parameters to be the

same for all individuals in the segment! and force judgemental specifi-
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cation of segments before parameter estimation.

The three approaches are incomplete and diverse, but they are also
complementary with each directed at a different phase in the consumer
choice process. The methodology presented in this dissertation® inte-
grates these approaches to perception, preference, utility, and choice
to form a complete consumer response model. Some initial work has been
done to integrate these disciplines but only at the aggregate level
(Urban [146], Pessimier [113).

This integraticn will require new linkages of perceptual dimen-
sions to utility, improved procedures for homogeneity definitions, an
axiomization of stochastic choice to establish an isomorphism with
utility theory and more powerful probability models especially designed
to be compatible with direct utility assessment. Because of the com-
plexity of the modeling process new testing procedures and effective
methods of linking the analytic models to the management decision process
need to be devised.

Next a set of criteria will be presented to define the specific

problem.
1.3 Criteria for the Methodology

A normative methodology must be more than a predictor of who will
choose what. It must interact well with the design process, reveal why
consumers respond the way they do, indicate how to improve this response,
and guide creativity in the design of innovation. The following specific

criteria were formulated by Hauser and Urban [56]:
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Complete and Integrating

The methodelogy should model the complete choice process and
thus be applicable to the wide variety of choice decisions. To do this
it must integrate existing approaches into a cohesive but modular pro-
cess which offers a variety of techniques of varying complexity and
data requirements. As such the methodology must respond and adapt to

the diverse needs of decision makers and data availability.

Theoretically Sound

The methodology should reflect the acceptance phenomena at a
level consistent with what is known about behavior taking into account
the degree of modeling simplification required. All models require
assumptions, but the methodology should make its assumptions explicit
and force submodels to make their assumptions explicit. In doing so,
the methodology should isolate weaknesses in existing techniques, and
indicate where improvements need to be made. In addition, it should
prevent models from being used in applications which violate their as-
sumptions. Finally the conclusions reached by _'e methodology must re-

sult from the use of consistent mathematical logic.
Useful Predictive Powers

It must be technically and economically feasible to obtain the
required measurements for the model. The methodology must be able to
predict response to changes which are controllable in the design. For

example, if the price of a new health maintenance organization (HMO) can
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be varied, then the model should include this variable. Finally, the
methodology should be extendable to changes or to new alternatives out-
side of existing consumer experience. For example, the model should be

able to predict consumer response to a new HMO, even if none currently
exist in the commmity.

Facilitate Successful Innovation

The design of new products or services requires creativity. The
methodology should elicit and focus creativity by identifying characteris-
tics relevant to the choice process and by explicity measuring the relative
importance of these characteristics. No matter how technically accurate
the methodology is, it will only be used if it is acceptable to the
organization which must design the innovation. This means that although
some steps can be 'black boxes," the underlying choice process must be
understandable to non-technical as well as technical members of the de-
sign team. The outputs of each step must be clear and understandable.

The methodology should help the design team to visualize the choice pro-
cess while being sufficiently robust to prevent absurd answers from dis-
crediting the model. Finally the methodology should be normative. It
should be oriented toward the design and refinement of alternatives
rather than simply describing the choice process. The ultimate objective

of the methodology is successful innovation in products and services.
1.4 Topics Covered: Prose Table of Contents

The methodology presented in this dissertation is a joint de-
velopment with Glen Urban and is published in "A Normative Methodology

for Modeling Consumer Response to Innovation' (Hauser and Urban [56]).



-28-

The content presented there is repeated here and expanded to a complete
detailed description which includes the managerial design anc analytic
modeling issues, the existing and new models applicable to each stage
in the methodology, the formal presentation of the theory on which the
methodology is based, and empirical examples of new and some of the
existing models. Unique to this document is the formal development of
the axiomization necessary to apply von‘Neumann—Morgenstern utility
theory to compaction, the formal development of the Bayesian probability
model, and the formal development of the honest reward/information test.
Expanded in this document is a formal development of the other modules
in the methodology and a presentation and critique of existing techni-
ques including a summary of the mathematics necessary for each technique.

| The intention of this dissertation is to present the methodology
in a form that can be used to solve real problems. The descriptions of
the new techniques are meant to be complete enough to be applied, while
the descriptions of the existing techniques are meant to be complete enough
to allow a user not familiar with them to judge their applicability to
his problem. He can get more complete instructions from the references.
The formal definitions in each module are meant to precisely identify the
concepts and notation to effectively integrate the various disciplines
and to avoid unnecessary ambiguity.

This dissertation is divided into three parts: (1) introduction

and overview (chapters 1 and 2), (2) micro description of the methodology
(chapters 3 through 9), and (3) testing and conclusions (cﬁapter 10,11,

and 12).
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Part 1, introduction and overview gives an introduction to the

problem, identifies the scope of solution, summarizes existing work, and
presents a brief description of the methodology. This description iden-
tifies the basic role each module plays in relation to the rest of the
methodology, introduces the basic notation, and indicates how to use the

methodology.

Part 2, micro description of the methodology is a series of

chapters each of which describes a single module in detail. Each chapter
discusses the managerial design and analytic issues of the module,
formalizes intuitive concepts, and relates the module to the rest of the
methodology and to the managerial design process. The issues and mathe-
matics of applicable existing models are presented in the common nota-
tion and are critiqued as to their role in the methodology. When
necessary new formal theory is developed. Empirical examples are given

to illustrate the new models and some of the existing models.

Part 3, testing and conclusion presents formal tests for the

models in the methodology and for the predicted choice behavior. It also
presents the managerial implications of the empirical case studies, the
major conclusions of this research effort, and an indication of related

future research topics.
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Chapter 2
DESCRIPTION OF THE METHODOLOGY

The criteria specified earlier will now be reflected in a model
and measurement based normative methodology to elicit and guide crea-
tivity in the design of innovative products and services. First the
macro structure will be defined and then a brief description of the
micro structure will be given. Part II of this dissertation (chapters
3 through 9) will describe in detail the issues, the models, the mathe-
matical and psychological theory, and the empirical applications of each

module in the micro methodology.

2.1 Macro Structure of the Methodology

To facilitate successful innovative it is necessary that the
analytic models be closely tied to managerial decisions, thus the over-
all methodology consists of a managerial design process that is linked

on many levels to a narallel consumer response process. (See figure 2.1.)
The focus of this dissertation is in the consumer response process.

The first step is observation of consumers, which measures consumers'
perceptions, preferences, and choice with respect to alternatives and
attributes identified as relevant. These measures are used to estimate
the parameters of individual choice models which identify the structure
of perception, provide indications of relative importances of the measures
of perception, identify strategically relevant segments which are homo-

geneous with respect to preference, and provide numerical indications of the
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individual choice response. Finally an estimate of group response is
obtained by aggregating individual choice measures. These measures are
then input to a model in the managerial design process which evaluates
them relative to investment, operating costs, risk, and externalities.

Although the methodology provides numerical estimates for evalu-
ation of strategy and design, its primary use is to enhance the creative
design of new products and services by providing accurate and easily
understood diagnostic information about the consumer choice process.
The first cycle through the methodology acts as a screening process which
identifies the most promising alternatives for furthe£ consideration.
These alteratives are thenrefined based on the detailed diagnostic in-
formation provided by the individual choice models (arrow B in figure 2.1).
The refined design is analytically tested by using the choice models to
simulate consumer response. Iteration leads to a "best" design (arrows
B + C in figure 2.1) which is then tested by taking new consumer measures
(arrows A + D in figure 2.1) or advancing the design to pilot test.

(Figure 1.1).

2.2 Basic Micro Flow of the Methodology

Observation of Consumers

A good model is dependent upon high quality input. A model is
accurate only if the measurements it requires are valid and reliable.

It is useful only if the measurements are feasible.

Identify choice alternatives: The first step (See Figure 2.2.)

in observing consumers is to identify the relevant choice alternatives
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(aj) whether they are real, such as an existing mode of transportation,

or proxy such as a concept statement (See Chapter 3). In either case,

the consumer must be aware of the alternative at a level sufficient enough
to make a choice. Also in this step informal and formal techniques are
used to identify a complete list of attributes and semantics which the

consumer uses to describe the alternatives.

Measurement: The second step in observing consumers is to take
formal measurements (Q) of (1) perceptions of the attributes (e.g., rat-
ing scales on hospital quality or measuring perceived travel time),

(2) preference for the alternatives (e.g., rank order or constant sum)
and/or actual choice, and (3) demographics and other consumer descriptors
(e.g., sex or existing pattern of health care). If in addition utility
theoretic models (See Chapter 6) are to be supported, direct measurements
are made of preferences, risk characteristics, and interdependence among

a set of 'performance measures" which describe the alternatives.

Individual Choice Models

The consumer response process is described by a series of modular
individual choice models. This modular process separately models the
various parts of the choice process, i.e., perception, preference, seg-
mentation, and choice, so that the managerial design team can better
understand and control the choice process. Furthermore, a modular process
is more flexible and robust because different models can be used in each
module depending on the data available, the diagnostics needed, the choice

process, and the money and time available for analysis.
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Reduction: The measured attributes, (2), necessary to completely
describe. alternatives, are usually too numerous to enable analysts or
managers to truly understand the structure of consumer perception. The
first consumer model, reduction,identifies a parsimonious set of perfor-
mance measures, (X), which describe and structure consumers' perceptions.
The model also provides numerical indications of how each consumer per-
ceives each alternative relative to these performance measures. When
aggregated these numerical measures provide a clear geometric interpretation

called perceptual space. (See Chapter 4.)

Abstraction: Not everyone perceives the performance measures the
same, nor does everyone have the same preferences relative to the perfor-
mance measures. Therefore, rather than designing an average product
which may not satisfy the needs of anybody, the methodology abstracts
segments, (S), based on homogeneity of preference (and sometimes homo-
geneity of perception). These segmentations facilitate the design and
implementation strategy for innovation by allowing differential targeting

of alternatives.

Compaction: Even with only a few dimensions to describe percep-
tion, the design team needs to know how important each performance measure
is, what the risk characteristics are relative to each measure, and how
the measures interact to effect preference and ultimately choice. Speci-
fically a real valued compaction function, Cs(zij’éi)’ is determined
which maps individual i's perceptions of the vector of performance measures,
(gij), for alternative aj and a vector of individual specific preference

parameters, (li)’ into a scalar measure of goodness, (Cij)’ for each
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individual and for each choice alternative. This measure, Cij’ has the

property that with all other alteinatives held fixed, any set of perfor-

mance measures yielding the - -. value, Cij’ must also yield the same
probability of choice for alternative aj. In other words, compaction com-
presses the performance measures into a one-dimensional measure for each
alternative, and knowing this value for each and every alternative in an
individual's choice set is then sufficient to predict his choice proba-
bilities. This intermediary step before probability prediction provides
the diagnostics necessary to understand how consumers determine their pre-

ferences for alternatives.

Probability of choice: For both evaluation and refinement it is

necessary to know how many consumers will select the new product or ser-
vice and how many potential consumers will select each of the various
competing alternatives. This laststep in the choice behavior section
mathematically transforms the vector of compaction values, (Cil’ciZ""
CiJ)’ into individual choice probabilities, (pil’PiZ"“’ piJ). The out-
puts can be Bernoulli probabilities, ps(ajlcil,ciz,..., CiJ)’ which esti-
mate an individual's selection probabilities conditioned on the vector
of compaction values or they can be Poisson rates. (If y is the choice
rate for an alternative then the probability that the individual will
choose that alternative in small time period At is yAt.) In cases where
repetitive choice decisions are made by a consumer, separate trial and

repeat choice parameters would be estimated based on the goodness measures

before and after use of the new product or service.



Group Response

The individual choice models provide diagnostics for refinement,
but numerical measures such as "market share' or the total number of people

choosing each alternative are needed for evaluation.

Aggregation: This final step in the consumer response process
model combines the individual choice probabilities to produce numerical
estimates of the mean NB and variance R% of the total number of consumers
choosing each alternative, aj. In doing so .it corrects the probabilities
for strength of awareness, and availability. Also if data is available,
external models are used to include the dynamic effects of trial, repeat,
and frequency. If strategically relevant segments were identified in

abstraction, then aggregation is done separately within each segment.

2.3 Summary and Interaction with the Design Process

This methodology facilitates successful strategic design and im-
plementation of innovative products and services by modeling consumer
response. First, the consumer response process provides the design pro-
cess with estimates of the number of consumers choosing each alternative.
When integrated with factors such as investment, cost, and risk these
estimates result in a screening process which terminates some alternative
innovation strategies (NO), identifies some for continued development (ON),
and ultimately selects a '"best' alternative (if any) to introduce to the
market (GO). If initial evaluation results in an ON decision, the design
is cycled to a refinement effort. Tﬁis effort is based on the diagnostic

information provided by the methodology, i.e., (1) reduction identifies
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the performance measures which structure perception and calculates their
average values to give a geometric picture of the "market structure,'
(2) abstraction identifies strategically relevant segments homogeneous
with respect to preference or perception, (3) compaction explicitly iden-
tifies the relative importances of the performance measures, how strongly
they interact and how important risk characteristics are in consumers'
preferences and provides geometric interpretations via indifference curves,
and (4) probability of choice gives numerical implications of the con-
sumers' preferences. These diagnostics provide the creative managerial
design team with a clear understanding and intuition about the consumer
choice process. This understanding results in refinements in design and
strategy which are iteratively simulated to test and improve understand-
ing and to lead to a '"best' design and strategy. Finally either new con-
sumer measures are taken to further evaluate the 'best' alternative or
thée alternative is advanced to pilot test.

The description of the methodology in this chapter is brief and
incomplete. Part II of this dissertation will explain in detail the

issues, the models, the theory, and some empirical applications.
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Chapter 3
OBSERVATION OF CONSUMERS

This methodology is model oriented and good models are depen-
dent upon high quality input. A model is accurate only if the measure-
ments it requires are accurate and it is useful only if the measurements
are feasible. This chapter will indicate some of the important issues
in measurement as they relate to the methodology. It does not address
detailed questionnaire design such as the wording of the questions or the
exact type of rating scale used. Instead, based on the issues raised
here, the analyst can consult a measurement expert for the detailed survey
design. (Some useful references are Payne [112) for semantics and general
guidelines, Cannell and Kahn [20] for principals of interviewing, Green [45]
for uni-dimensional scaling techniques, and Campbell and Stanley [19] for
experimental design and a checklist of factors jeopardizing external and
internal validity.)

We begin with some general issues important in any measurement, and
particularly ‘important for this methodology. Then the types of choices to

give the respondent and the required input data are discussed.

3.1 General Guidelines for Measurement

3.1.1 Respondent Motivation

Some of the potential submodels in this methodology, particularly

direct assessment of compaction functions, have extensive and complex



_40_
measurement requirements. It is important for accuracy that the respon-
dent has the desire to carefully study and understand the questions and
give well thought out responses. Thus it is important that he be highly
motivated, feel that his answers are important, and that they will not
be misused. A sample telephone call which illustrates respondent moti-

vation is given in figure 3.1.
3.1.2 Semantics

A number of issues such as common trouble words and the importance
of not misleading the respondent are discussed in Payne [112] and Cannell
and Kahn [20].

For this methodology it is important that the questions be phrased
" in the semantics that the respondent uses to described the alternatives.
There are at least four methods to explore for semantics: (1) focus groups,
where a number of consumers are brought together with a moderator and
asked to discuss the alternatives, (2) open ended questionnaires on''likes"
and "dislikes' about alternatives, (3) triad procedures (Kelly [77])
where the set of alternatives are divided into subsets of three and the
respondent is asked 'Which two are most similiar and how are they similiar?"
"Which two are most different and how are they different?' and finally
(4) expert opinion of people experienced inworking with consumers in the
relevant product or service catagory.

The combination and filtering of these procedures is by nature
an art rather than a science. In the HMO (Health Maintanence Organization)
case discussed throughout this dissertation all four were used in generat-

ing both questionnaires (appendices 1 and 2).
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Sample Telephone Call

Hello, my name is , I am involved in a research
effort to determine health care requirements and desires of consumers
such as you. This study is sponsored by the Sloan School of Management
in cooperation with the M.I.T. Health Department.

Your name has been selected at random to be part of this survey
of health care attitudes and preferences in the M.I.T. community. The
number of people being asked to participate is small, so your answers
are very important. The results of the survey will also be used by the
M.I.T. Medical Department to remain as responsive as possible to the
needs of the M.I.T. commmity.

We are asking for help in completing a questionnaire. The
questionnaire requests information about the health services now
available to you and asks for your opinion on several new methods of
delivering health care. The last questions relate to some demographic
characteristics that are important in projecting the responses from this
small survey to the M.I.T. commmity as a whole. The questionnaire
takes about 20-30 minutes to complete. Most people find it easy and
interesting to answer the questions and they think it is important to
make their feelings known to those who provide health care. After
filling out the questionnaire I would like to ask you some additional
questions in person.

It is important to M.I.T. in planning for your needs and it is

important for our research project to improve understanding of consumer
response to health services. Could I deliver this questionnaire?

Interviewer: Get respondents address and set up a time for a personal
interview.

Figure 3.1: Sample Telephone Call
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3.1.3 Pretest

No matter how carefully the questionnaire is worded there is
always potential for poorly understood or misleading questions. This
is especially true in health and transportation where many common words
take on special technical meanings and it is easy to overestimate the
specialized vocabulary of the respondent. It is imperative that the
questionnaire be ''pretested' on a small sample before a full scale sur-
vey is undertaken. Since the purpose of the pretest is to test under-
standing of the questions, it is useful to have the respondent read
each question and try to explain to the interviewer the meaning and/or
purpose of that question.

In direct assessment of compaction functions (Section 6.2), we
are not only interested in the accuracy of each question but in the
relevancy of the compaction function derived from the questionnaire.

In the HMO study compaction functions were assessed over four performance
measures, quality, personalness, convenience, and value. In pretest we
used an interactive utility assessment program developed by Sicherman [130].
First, various parameters were assessed by different types of questions
and were checked for consistency. Then the completely assessed compaction
(utility) function was used to rank alternatives and the respondent was
asked to verify agreement with the rank order.

This combination of questionnaire and computer was useful in
developing a measurement device which we felt could accurately assess
compaction functions. For example we found that for discretely valued
performance measures, it was easier and more relevant for a respondent

to specify a probability for a lottery by setting a probability wheel
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than it was for him to specify the certainty equivalent of a 50-50

lottery. (See Section 6.2 for an explanation of these terms.)

3.1.4 Sampling

Care should be taken to get a random, uncontaminated sample.
The randomness of the sample is important because in the methodology
choice is modeled on an individual level and variation is important in
both perceptions and preferences. Cross-sectional variation is necessary
for abstraction of segments and projection to the community at large.

Since perceptions and preferences are usage dependent, previous
usage of an alternative by the respondent should be noted. For example,
the perceptions of people in a pilot HMO could be significantly different
from those exposed only to the concept. A related effect is post-pur-
chase rationalization. For example suppose we were measuring perceptions
of graduate schools by college seniors. These perceptions should be
measured before acceptances (and rejections) are mailed out. If possible
measurement should always be made both before and after choice, but if
this is not possible, the analyst should judgementally correct for effects
of post-purchase rationalization.

Another issue in sampling is the small intensive personal inter-
view versus the large coverage of a mailed survey. In the HMO study a
mailed questionnaire was used for the inputs to reduction. This was
feasible because the questions were relatively simple attribute ratings
and demographics. The resulting large sample (447 out of 1000)* allowed
for variation in the evoked set (See Section 3.2). Later, for direct

assessment of compaction functions, a home interview survey was necessary
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because of the complex nature of the questions and because of the need
to challenge the answers to indifference questions (See Section 6.2) to
insure understanding of the indifference concept. The resulting sample
was necessarily smaller (76 out of 80) due to the expense and time in-

volved in personal interviews.

3.1.5 Summary of General Guidelines

Prerequisites for valid measurement are that (1) care be taken
to motivate the respondents, (2) that the survey be worded in the seman-
tics consumers rather than professionals use, (3) that even the simplest
questions be pretested, (4) that a suitable random sample be drawn, and
(5) that the proper technique (personal or mailed) be selected for each

measurement.

3.2 Choice Alternatives

The heart of the methodology is a model of individual choice be-
havior, thus consumer perceptions, preferences, and choice behavior must
be observed with respect to the product or service alternatives which

are relevant.

3.2.1 Measurements are Relevant Only with Respect to the Evoked Set

An individual's evoked set is basically the set of alternatives
which he is aware of and has enough information about to realistically
make a choice. Although, there may be a large number of products avail-
able, each consumer often can evoke only a few. For example when the

evoked set (Allaire [2]) was defined as those brands which the consumer
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has used, would consider buying, or would not consider buying, Urban [146],
in a study of seven consumer products, found that the average size of
the evoked set was three products.

Clearly for perceptions, preferences, and choice to be meaningful,
they must be measured with respect to evoked alternatives, even if the
analyst forces evoking through the use concept statements, or prototype
alternatives. The respondent just does not have enough information to

answer any questions about unevoked alternatives.

3.2.2 Revealed Preference vs. Proxy Choice

This methodology uses two types of choice: real and proxy. Real
choice is when the consumer is placed in a choice situation that will
actually occur outside the laboratory and allowed to make an unconstrained
choice. For example, observation of a consumers' last used mode of trans-
portation for a work trip is a real choice. Models calibrated on real
choice are usually called revealed preference models. In this methodo-
logy such models are used in chapter 7, Probability of Choice, to 'tune
predictions based on compaction functions.

One type of proxy choice is the concept statement, which is often
necessary in services because the number of existing alternmatives is so
small that one must force evoking of additional alternatives in order to
have sufficient perceptual inputs. For example in the HMO study the
evoked set was expanded to four options by specifying three new options
in concept form. The options included an M.I.T. HMO, the Harvard Com-
munity Health Plan, and a hypothetical Massachusetts Health Foundation.

Figure 3.2 is an example of the M.I.T. HMO concept.
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Figure 3.2: Concept Description

DESCRIPTION OF THE M.I.T. HEALTH PLAN

M.I.T. announces a new health care plan for YOU AND YOUR
FAMILY. By joining the M.I.T. HEALTH PLAN you can get comprehensive
health care at a low, fixed monthly charge. Virtually all your
medical needs will be met. You will not have to face unexpected
doctor or hospital bills and you will not have to worry about finding
a good doctor for you or your family.

The cost of joining the M.I.T. HEALTH PLAN is only a little
more than regular Blue Cross/Blue Shield health insurance, but you
get more services and comprehensiwcare. There are no charges for
doctor visits, nursing and laboraory services, or hospital services.
Women in the plan pay nothing extra for prenatal, delivery, or
maternity care. The services are comprehensive and include mental
health care and emergency services.

The costs are kept low by the utilization of preventive care
to keep you well. The plan succeeds by keeping you and your family
well and out of the hospital. In addition, the use of trained paramedi- —
cals and technology helps reduce costs while maintaining the quality of
care.

You choose your own personal doctor (specialist in internal
medicine for yourself and a pediatrician for your children) from our
staff of physicians. Your doctor supervises your total health
care at the health center and in the hospital. He will be sure you
get the highest quality of care. When you are a member of the M.I.T.
HEALTH PLAN you can be sure of getting health care around the clock
from the staff of physicians, nurses, social workers and allied health
personnel.

The M.I.T. HEALTH PLAN delivers its services from the Homberg
Memorial Building on the M.I.T. campus. Parking is available during
patient visits. Hospital services are provided by the Mount Auburn
and Cambridge City Hospitals. Maternity and gynecological care
are provided through-the resources of the Boston Hospital for Women.
For emergencies outside the Boston area, local hospitals can be used.

You can become a member of the plan by paying $1.50 per month
more than your Blue Cross/Blue Shield coverage if you are single and e
$4.00 more per month if you are married. If you are a single student
and do pot have hospital insurance, the cost is $8.25/month more than
the student health fee you are currently paying; if you are a married
student, the cost is $20.00/month more than the student health fee.
These fees cover all of your medical costs except: the first $50 and
20% of the balance of prescription charges and the excess of $10 per
visit for psychotherapy (over $5 per visit for group therapy). The
plan does not include eye glasses, hearing aids, cosmetic surgery,
custodial confinement, or dental care done outside a hospital. If
you join the plan, you must remain a member for one year.

The M.I.T. HEALTH PLAN is designed to make comprehensive, high
quality health care available to you and your family at a low cost.
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Another type of proxy choice is through the use of characteristic
lists. Once a complete set of performance measures is specified (See
Chapter 4, reduction), alternatives can be presented to the consumer as

lists of specified performance measures. See figure 3.3.

Plan A
Quality = 7 (excellent)
Personalness = 4 (satisfactory)
Convenience = 6 (very good)
Value = 3(poor)

Figure 3.3 : Proxy Choice as List of Performance Measures

These choices are particularly useful when one is trying to find the
relative importances of the performance measures. In the methodology,
such choices are used in conjoint measurement (Section 6.3.4) where indi-
viduals rank order factorial designs, and in direct assessment of com-
paction functions (Section 6.2) where individuals specify the level of
one performance measure of one alternative in order to make that alterna-
tive indifferent to another alternative.

Both real and proxy choices have uses in observing choice be-
havior. A discussion of their relative merits and an indication of how
they can be used to complement each other is deferred until section 7.1.4
when they can be discussed in relation to the models used in the method-
ology. At this stage note that concept statements tend to measure trial
whereas real choice tends to measure repeat or steady state choice

behavior.
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3.3 Measurement of Input Data

After the individual is presented with a choice, perceptions,

preferences, and choice must be measured (See figure 3.4).

3.3.1 Measuring Perceptions of the Attributes of Alternatives

To understand and control individual choice behavior it is first
necessary to understand and measure how consumers perceive the attributes
of the alternatives. First let us consider certain properties which the

set of attributes must satisfy.

3.3.1.1 Properties of the Attribute Set

The set of attributes should be complete and span the set of
feasible alternatives. The design team should be able to influence choice
by changes in the attributes and it should be possible to measure con-

sumers' perceptions of the attributes.

Complete: A set of attributes is complete if that set alone is
sufficient to exactly specify all potential alternatives in the product
or service catagory. In other words, let Y1 be an attribute and let
Y = {Yl,YZ,..., YL} be the set of attributes. Let Xij = (yijl’yijZ"“’
yijL) be measures of individual i's perceptions of these attributes with
respect to alternative aj. A complete set of attributes would then uni-

quely specify each alternative. Formally:

Definition 3.1: A set of attributes, Y, is said to be complete relative

to a catagory of alternatives if individual choice probabilities relative
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to a choice set A can be uniquely determined by knowing Xij for all

ajeA, and if this is true for all choice sets contained in the catagory.

A catagory is a set of existing and potential real and proxy
alternatives and is purposely left vague and general at this point.

Notice that the attributes are not required to be disjoint. They
can in fact be overlapping measures since one of the purposes of reduction

is to detect and correct for overlapping measures.

Spanning: It may be difficulty to make predictions for alterna-
tives costing $100 if all measurements are made on real and proxy alter-
natives with associated costs of $10. Thus in addition to the attributes
completely describing the alternatives, the range of the measures of the

attributes should span the range of alternatives. Formally:

Definition 3.2: The range of measures of an attribute set, Y, is said
to span a catagory of alternatives if the values for the measures of each
individuals's perceptions of the attributes, Xij’ relative to alternatives

aj in the catagory are contained in the range of Y.

For example, in figure 3.5, if P is the set of all potential
alternatives then measurements should cover P or a set like Q rather than
a set like M. This may seem obvious but remember that the attributes of
new alternatives are often well outside the range of attributes for exist-
ing alternatives. Thus measurements on existing alternatives alone may

not span the catagory.
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Figure 3.5:

Spanning Set of Attributes
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Measureable: One of the criteria for the methodology was that

it be usable. It might be an interesting mental exercise to describe
consumers' perceptions by attributes but will not be very useful for
insight or prediction unless some ordinal or cardinal measure can be
associated with the attribute. Thus it must be possible to assign a real
number to individual i's perception of attribute Y for alternative a and
this number,yijk , should carry information about individual i's pre-
ferences relative to that attribute. (E.g. the bigger the better.)

Specifically there should be a naturally assigned measure for the
attribute, or the consumer should be able to directly specify a scale
value for the attribute. For example minutes is a natural measure for
travel time whereas a seven-point semantic scale might be used for the
quality of the hospitals associated with an HMO. Notice that measures
such as the number of doctors on the hospital staff or the number of
diagnostic errors per million treatments are not used because it 1is
doubtful that consumers use these measures to quantify the quality of a
hospital.

In using scales, the analyst should attempt to keep the scales
atomic and try to correct for scale bias. Atomic means that only one
idea is measured per scale, for example, the five-point agree/disgree
scale "I feel that the school is well-known for high quality management
training." is not atomic because it blurs the measurement of 'well-
known" and '"high-quality." Scale bias can result from a tendency on the
part of the respondent to favor a particular end of the scale. This is
partially corrected by combining two techniques. First randomly reverse

favorable/unfavorable scales, e.g., for questions 1,3,4,8,9 the right
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end of the scale if favorable and for questions 2,5,6,7,10 the left end
is favorable. Second normalize the response across alternatives. In
other words, if rijk is individual i's rating of alternative aj on scale

k, then
J

Yijk = Tijk/ % Tiak -

Instrumental: Even if all the attributes are measureable the

methodology will not be usable unless design decisions can effect at
least some of the attributes and these effects can be planned at least
in part. For example travel time is an instrumental attribute for
Dial-a-Ride because supply models can be formulated to predict the impact
of certain design decisions on travel time. Similiarly the quality of
an HMO's associated hospitals is an instrumental variable because the
HMO can change its hospital affiation.

Since we are allowing the methodology to be used in an explora-
tory mode, the instrumentality of an attribute may occasionally be relaxed
such that the only requirement is that the design team can judgementally
estimate the impacts of design decisions. The usefulness of this approach
is that it may be easier and more robust to judgementally change the
value of single attribute's average perceptual measure than to judgemen-

tally predict choice.

3.3.1.2 Generation of the Attribute Set

A set of attributes should be generated which are complete, span-
ning, measureable, and instrumental. To do this preliminary exploratory

measuremenis of consumers are necessary to generate an intial set which
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is later refined. Some useful techniques are:

Open-ended survey: One simple technique to get a feel for the

attributes is an open-ended survey on likes or dislikes.

Triads: (Kelley [77]) Given three alternatives, which two are
most similiar and how are they similiar? Which two are most different

and how are they different?

Brain-storming: If the analyst or someone he can consult is

familiar with the product catagory, an initial set of attributes can be
generated by trying to role play and come up with as many as possible by

brainstorming.

Focus groups: Bring together consumers from the target group and

allow them to discuss the alternatives in the catagory. Note that triads
and open-ended likes and dislikes are useful in the focus groups.

Any combination of the above should be used to generate an initial
set of attributes. The analyst should then redefine them if necessary
to make them'instrumental and if scales are to used he should word the
scales as carefully as possible. These are then resubmitted to focus
groups or separatély to individual consumers who are asked if (1) there
are any missing attributes, (2) if they can relate to the scales, and
(3) if they feel any question should be reworded. This process should
be iterated until the analyst is satisfied with the set of attributes.

For example, in the HMO study various forms of open-ended sur-
veys, triads, brain-storming, and focus groups were iteratively used to

generate the scales in figure 3.6.
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1. 1 would be able to get medical
service and advice easily any time
of the day and night.

2. I would have to wait a long
time to get service.

3. I could trust that I am getting
really good medical care.

4. The health services would be in-

conveniently located and would be
difficult to get to. '

5. I would be paying too much
for my required medical services.

6. I would get a friendly, warm,
and personal approach to my
medical problems.

7. The plan would help me pre-
vent medical problems before
they occurred.

8. I could easily find a good
doctor.

9. The service would use modern,
up-to-date treatment methods.

10. No one has access to mv medical
record except medical personiel.

11. There would not be a high
continuing interest in my health care.

12. The services would use the
best possible hospitals.

13. Too much work would be done
by nurses and assistants rather
than doctors.

14. It would be an organized and
complete medical service for me
and my family.

15. There would be much redtape
and bureaucratic hassle.

16. Highly competent doctors and
specialists would be available to
serve me.

Figure 3.6: Measuring Perceptions
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3.3.2 Measuring Choice Among the Alternatives

Real: When there is an actual choice, such as the last used

transportation mode, choice is simply measured as a 0-1 variable. I.e.,
let éi = (611,612,... 6iJ) then éij = 1 if individual i chose aj and

6ij = 0 otherwise.

Proxy: When the choice is proxy, is often useful to obtain
stronger measures than just 0-1 choice. It is useful to (1) obtain 0-1
choice from a number of subsets of the entire choice set, (2) augment
the 0-1 measurement with an intent scale, and (3) obtain rank order
preference over the entire choice set. Examples of these measurements

are given in figure 3.7.

Constant sum: Whether the choice is real or proxy it is often

useful to collect constant sum paired comparison preference. This is
done by giving the respondent the alternatives two at a time and having
him allocate a fixed number of chips (usually 11) between the two alter-
natives to indicate his strength of preference. Standard techniques
(Torgenson [141]) can then be used to reduce these measures to a single

scale.

3.3.3 Measuring Indifference

A limiting case of choice is indifference, i.e., when an indivi-

dual neither prefers aj toa, or a to aj. In the methodology three

types of indifference questions are used in direct assessment of indivi-

dual compaction functions (See Section 6.2).
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Figure 3.7: Measuring Preference and Intent

15. You have now read and rated three new health plans in addition to
your existing medical service. We are now interested in your prefer-
ence for these alternatives. Below are listed the alternatives. Place
a "1" next to the one which would be your first choice. Place a "2"
next to your second choice. Place a "3" next to your third choice.
Place a "4" next to your last choice.

____Your existing health services
____ HARVARD COMMUNITY HEALTH PLAN
___ M.I.T. HEALTH PLAN
___ MASSACHUSETTS HEALTH FOUNDATION
16. If only the M.I.T HEALTH PLAN and your existing health service were
available which would you actually choose. Check one.
___Your existing health services.
____ M.I.T. HEALTH PLAN
16a. If you selected the M.I.T. HEALTH PLAN, which of the

following statements reflects how you feel about your choice:
Check one. (Otherwise go to Question 17.)

I definitely would select the M.I.T. HEALTH PLAN
___ I probably would select the M.I.T. HEALTH PLAN
I might select the M.I.T. HEALTH PLAN
17. If only the M.1.T. HEALTH PLAN and THE MASSACHUSETTS HEALTH FOUNDATION

and your existing health system were available, which would you choose?
Check one.

___ Your existing health services
__ M.I.T. HEALTH PLAN
____ MASSACHUSETTS HEALTH FOUNDATION

17a. Which of the following statements reflects how you feel
about your choice: Check one.

____ I definitely would select this alternative
___ I probably would select this alternative
___ I might select this alternative

18. If you were actually considering joining the M.I.T. HEALTH PLAN
would you take actions to get more information? '

YES NO

If YES, what would you do?
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Tradeoff questions: In a tradeoff question the respondent is

given two proxy alternatives. The first is completely and deterministi-
cally specified by values for all of its performance measures. The
second is specified by values for all but one of its performance measures.
The respondent is then asked to specify the value of that one performance
measure such that he is indifferent between the two alternatives. In
most cases the values of all but two of the performance measures are

held fixed and common to both alternatives. (See figure 3.8.)

Risk questions: In a risk question the respondent is again given

two alternatives, the first, called the certainty equivalent is completely
and deterministically specified. The second is a more complex stochastic

alternative which is really a random combination of two alternatives.

If the respondent selects the second alternative, then with a probability,

p, it takes on one set of characteristics and with a probability,

Plan C Plan D
Value = 5 (good) Value = 5 (good)
Convenience = 5 (good) Convenience = 5 (good)
Personalness = 6 (very good) Personalness = 2(very poor)
Quality = 2 (just adequate) Quality =
Rt
dapgodds
QW rhh 03
SEEE 28
w.g oo t
£33
2
&

Figure 3.8: Schematic of Tradeoff Question
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(1-p), it takes on another set of characteristics. He is asked to
specify p such that he is indifferent between the two plans. In most
cases the values of all but one of the performance measures are held
fixed and common to both the certainty equivalent and both parts of the
stochastic alternatives. Figure 3.9 gives a schematic description of
this question, and section 6.2 gives a much more complete development
of this type of question.

(Note that an alternative technique is to specify p and have the
respondent set the value of the performance measures for the certainty

equivalent.)

Independence questions: An independence question simply tests

to determine if the values specified in either the tradeoff or risk
questions are sensitive to the fixed and common values. For example in
figure 3.8 one might change the fixed and common levels of value and
convenience from 5(good) to 3(poor) and ask the respondent if this would

change the indifference setting of quality.

Indifference questions are often very hard for the respondent to
understand. Whenever they are used it is important to use simple educa-
tional questions to warmup the respondent before asking any of the more
complex tradeoff, risk, or independence questions. For example in a warm-
up risk question the respondent should be given some probability P, such
that he definitely prefers the certainty equivalent and some probability
P, such that he definitely prefers the stochastic alternative. He should
then be led iteratively to an indifference setting and once there he

should be challenged to make sure he truly understands the questions.
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Instruction to Consumer:

Imagine you can only choose between two health plans, plan 1
and plan 2. In both plans personalness, convenience, and value are
good (rated 5). You are familiar with plan 1 and know that quality
is satisfactory plus (rated 4). You are not sure of the quality of
plan 2. If you choose plan 2, then the wheel is spun aad the quality
you will experience for the entire year depends on the outcome of the
wheel. If it comes up yellow, the quality is very good (rated 6) and
if it comes up blue the quality is just adequate (rated 2). Graphically
this is stated:

Plan 2
Personalness |
5 (Good) | Quality
Convenience 6
5 (Good) |(Very Good)
Plan 1 1Value l
Personalness| 5 (Good)
5 (Good) .
Convenience | Quality (Yellow Card)
valge(GOOd) |(Satisfac-
5 (Good) | tory plus)
Plan 2
(Green Card) Personalness
5 (Good) .
RULES Convenience Qua%1ty
5 (Good) (Just ade-
-wheel is spun after you Value uate)
make your decision 5 (Good) | Q
-you must accept the
consequences and can- (Blue Card)
not switch

Instruction to Consumer:

At what setting of the odds (size of the yellow area) would you
be indifferent between plan 1 and plan 2? (Respondent is given wheel
and adjusts it until size of yellow area is appropriate. He is challenged
by being given the choice with his setting. If he prefers one plan or
the other, the interviewer iterates the question until a true indifference
setting is determined.)

Figure 3.9: Schematic of Risk Aversion Question
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(Note the challenging should continue in the actual data collection.)

In addition visual aids should be used whenever possible to

complement the questions. For example it is much easier for a respondent
to relate to an area on a two-colored wheel than it is to specify an b
abstract probability. In the HMO study we used a variable yellow and
blue probability wheel and colored the two plan descriptions of che sto-
chastic alternative yellow and blue respectively. The certainty equiva-
lent was green. r
The instructions to interviewers used to directly assess compac-
tion functions in the HMO study illustrates many of these questions and

techniques. (See appendix 2.)

3.3.4 Demographics and other Consumer Descriptors

To identify segments in abstraction and to adequately project
from a sample population it is necessary to measure demographics and
other consumer descriptors. For example, in the HMO study, patterns of
health care utilization and satisfaction were measured in addition to

demographics such as age, sex, family size, and health status.

3.3.5 Similiarity Measures

If multi-dimensional scaling techniques are used similarity
judgements must be measured.

The most common way of obtaining similarity judgements is to
specify one of the evoked alternatives and have the individual rank
order the other evoked alternatives according to their "'similarity" to

the specified alternative. This is then repeated for all alternatives
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in the evoked set. The criteria for "similarity" is left up to the
respondent but he is cautioned to maintain the same general frame of
reference throughout the questions.
Similarity judgements can also be obtained directly through the
use of an interval scale or indirectly by some ''distance' metric in the
space of attributes. See Green and Rao [48] for a more complete descrip-

tion of similarity judgements.

3.4 Conclusion of Observation of Consumers

This methodology is model oriented and models are dependent upon
high quality data. This chapter began with a few general measurement
guidelines: motivate the respondent to carefully consider each question,
use the semantics use by consumers, pretest the questionnaire, and use a
random unbiased sample for measurements.

The consumer is presented with a real or proxy choice and measure-
ments taken only with respect to his evoked set. First measurements of
a complete, spanning set of metric instrumental attributes are taken.
Choice is measured and,if utility theoretic compaction models are to be
supported, tradeoff, risk, and independence effects are measured. Finally,
demographic and other consumer descriptors such as health care utilization
are measured.

The next chapter begins modeling of the individual choice process
by reducing the set of attributes to a more parsimonious set of perfor-

mance measures.
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Chapter 4
REDUCTION

The last chapter emphasized the importance of identifying the
attributes which individuals use to describe alternatives and consider
when making choices among the alternatives. For some types of alterna-
tives there may be only a few attributes but for most types of alterna-
tives, especially major services such as transportation and health care,
there will be many attributes. For example, when the choice was among
health care delivery systems 16 attribute scales were identified (See
figure 3.6).

Even for complex choice decisions it is doubtful that any given
consumer will simultaneously and explicitly consider all the attributes
in making a choice. Instead he will likely group together various sets

of attributes to form a smaller set of performance measures which are

easier for him to consider when making a choice. The process of identi-
fying these performance measures is called reduction. (See figure 4.1)
Note that the hypothesis here is not that he has an explicit method to
do this, but instead that his resulting choice behavior can be described
by this process. This is a subtle difference but an important one since
most of the techniques described in this chapter uncover the latter but
not the former.

Even if all consumers implicitly perform this grouping process,
it is theoretically feasible to construct a choice model based on the

underlying attributes. But even if the ultimate choice model is based
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4.1: Relationship of Reduction to the Methodology
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directly on the underlying attributes it is imperative that reduced per-
formance measures be identified (if a reduction exists) because such a
reduction can provide managerial insight into the choice process.

In other words, to elicit creativity and to guide the analysis
and design process it is important that the model of individual choice
provide diagnostics (arrow C in figure 4.1). Since the human mind can
only process a few measures simultaneously, reduction identifies perfor-
mance measures which structure the attributes and allow a manager or
analyst to understand perceptions of the alternatives and to mentally
manipulate various new concepts. Furthermore, a geometric representation
of the data in a few dimensions allows visualization of the choice pro-
cess and understanding of the market structure. Figure 4.2 shows the
placement of automobile, bus, taxi, dial-a-ride, and subway in a hypothe-
tical perceptual space of performance (travel time, wait time, etc.),
comfort (seats, privacy, etc.) and cost.

One final reason for reduction is that some of the compaction
techniques such as direct assessment have strong data requirements and
are feasible in terms of respondent wearout only if the number of per-
formance measures is reasonably small.

After introducing notation this chapter discusses some issues of
reduction by defining some ideal properties. In most instances it is
not possible to satisfy all these properties and hence some compromises
are necessary to find a realizable technique. These tradeoffs and their
implications are discussed. The standard marketing techniques of factor
analysis and multi-dimensional scaling, as well as an information theo-

retic technique and an in depth interview exploratory technique are
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Figure 4.2: Hypothetical Perceptual Space for Transportation Modes
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presented and their strengths and weaknesses discussed relative to the

methodology.

4.1 The Issues of Reduction

4.1.1 Notation

Let Yy be an underlying attribute and let yijﬂ be the measure of
that attribute as perceived by individual i for alternative aj. Let Xk
be a reduced performance measure and let xijk be the measure of that
performance measure as perceived by individual i for alternative aj.

Let Y = {Yl,YZ,..., YL} and X = {Xl,XZ,..., XK} be the sets of attri-
butes and performance measures. Define Xij = (yijl’yijZ"" yijL) and
Eij = (xijl’xijZ""’ xin). Let xin = (xijl’xijZ"" xijk-l’xijk+1""
xin), that is the values for all the performance measures except xijk’
Similarly define yiji . A reduction, R, is a mapping from Y into X,

R: Y -+ X, which can be thought of as a set of single valued mappings,
Rk’ from Y into X, , Rk: Y » Xk . In some cases it is desirable that Rk
be dependent on only a subset of Y, that is the performance measure Xk
if determined by a subset of the attributes. Define Y(Xk) as the
subset of Y which determines that value of Xk, in other words R.k really
maps Y(Xk) into X, , Rk: Y(Xk) > Xk’ and the mapping is independent of

Y - Y(Xk)). Be careful of this last notation which is set notation and
not functional notation.

Perhaps an example will clarify this notation. Imagin%'you are

téking a subway ride and perceive it as defined by (1) waiting time for

the train to arrive, (2) travel time in the train, (3) payment when
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boarding, and (4) payment when getting off,but imagine you only care
about (1) total time and (2) total cost. Then Y = {wait time, travel
time, boarding charge, egress charge}, X = {time, cost}, Y(Xl) =
{wait time, travel timel, Y-Y(Xl) = {boarding charge, egress charge}.
In this case Ry is the linear mapping, X541 = Rl(yijl’yij1)==yij1+ Yija-
For a trip on the MBTA fromKendall Square to Quincy perhaps Yii =

(10 min., 30 min., 25 cents, 25 cents) and then Eij = (40 min., 50 cents).

4.1.2 The Issues of Reduction: Formal Definitions

The following properties are presented here to raise some im-
portant issues to consider when choosing a reduction technique (or
choosing whether or not to do a reduction). There is no currently available
technique which can guarantee that all will hold simultaneously. Many
of these properties are conflicting in that improving one may be detri-
mental to another, and as one might expect, most of the reduction models
discussed in section 4.2 make such tradeoffs. It is the analyst's
responsibility (in consultation with the design team) to understand these
issues, to weigh their relative importance, and to choose the reduction
technique which is appropriate to the choice situation being modeled and

the design decisions under consideration.

Computable: A reduction is useful when it is possible to com-
pute a metric which indicates how a consumer perceives a performance
measure. Thus one desirable property of a reduction is that it is possi-
ble to determine the values of the performance measures, X550 given
observations of the attribute measures, Xij . Formally:
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Definition 4.1: A reduction, R, is said to be computable if there
exists a mapping from Y into X and if this mapping can be determined

for all yeY.

Essential: If a performance measure has the same value for all
currently available and potential alternatives, and if it does not effect
the choice, then knowing the value of that performance measure for a
given alternative will provide no insight into the choice process. Note
that a performance measure might have the same value for all alternatives
and still affect choice: consider for example weather affecting the
choice between automobile and bus. Thus a performance measure is essen-
tial if there exists some conceivab'e choice situation which it can

affect. Formally:

Definition 4.2: A performance measure, X, , is said to be essential if
there exists at least one individual, i, and some alternative set, A,
containing at least two alternatives, aj and ag, such that the value,

xijk’ affects the choice probability pi.(aj from A).

Based on definition 4.2 it seems that almost every conceivable
measure should be a performance measure. In reality some tradeoffs must
be made and only those performance measures which strongly affect choice

will be used.
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Complete: Hopefully when the attributes are reduced, no infor-
mation is thrown away, in other words the performance measures, X, carry
as much information about choice as the attributes Y. An attribute
set, Y, is complete (definition 3.1) if there is no attribute, YL+1’ not
in Y such that a choice probability model conditioned on YLJYL+1 yields
different probabilities than a model conditioned on Y alone. A similar
completeness property for reduction and the performance measures it
produces is ?efined on the attributes, because it is the attributes which

carry the information. Reduction is simply a clearer and more concise

representation of this information. Formally:

Definition 4.3: Let Y be a complete set of attributes. A reduction,
R: Y » X, and the performance measures, X, that it produces is said to
be complete if the values of X produce the same choice probabilities as
the values of Y. That is for all individuals, i, and alternatives, aj,
if
Py (81315 %500 005 X350 = Py (851¥49 V500005 Y39

for all Eijex, XijeY, j=12,..., Jd.

Again in most real cases, e.g., L = 20 and K = 5, completeness
will be unrealizable, but it does provide an intuitive yardstick by which
we can compare different reduction techniques. One approximation might

be to require the ratio (or difference) of the above probabilities to be

within e of 1.0 (or 0.0). Another might be to require that the expected
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mutual information between choice and X to be the same as the between
choice and Y. See chapter 10 for discussion of the information test.
Note that even if such tests could be formulated, they would probably
not be practical since it is unlikely that both p(aj|éi) and p(ajlxi)
would be calibrated. None the less this definition is important because
compaction (chapter 6) can only be as accurate as the performance mea-

sures are complete.

Instrumental: The overall methodology is formulated to be norma-

tive, thus it is important not only that the performance measures, X,
carry the information of the attributes, Y, but that it is possible for
the manager or the design team to affect changes in the values of the
performance measures. To do this, the performance measures must be
computable from the attributes and the linkages from the attributes to
the performance measures must be understandable to the analyst or the
design team. Formally we will only require that the attributes be in-
strumental (section 3.1.1.1) , and that the reduction be computable

(definition 4.1).

Definition 4.4: A set of performance measures, X, produced by a reduction,

R: Y -+ X, is said to be instrumental if R is computable and Y is instru-

mental.

Parsimonious: Reduction is performed primarily to provide insight

to the design team, thus the number of performance measures should be as
small as possible. The exact number depends on the choice situation but

in most cases the goal is the order of 5 or less performance measures.
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Formally we will say that a reduction is parsimonious if it is complete

and if the number of performance measures is as small as possible:

Definition 4.5: A reduction, R: Y € X, is said to be parsimonious if

R is complete, if all Xk C X are essential, and there exists no other
complete reduction, R': Y — X' such that the cardinality of X' is strictly

less than the cardinality of X.

Disjoint. : Often a performance measure, Xk, is only determined
by a subset of the attributes, Y(Xk) CY. It is useful both for insight
and for prediction if there is no overlap in those subsets, i.e., if a
given attribute affects one and only one performance measure. Stated
another way, it is often desirable than the attributes be partitioned
into K clases such that each class determines uniquely the value of one

performance measures. (See figure 4.3.) Formally:

Dinition 4.6: A reduction, R: Y =X is said to be disjoint if
Y(Xk)r\Y(XR) = ¢ for all k # 2, where Rk: Y(Xk) > Xk is independent of
Y-Y(Xk) for all k.

The second part of definition 4.6, which is true by the choice
of notation Y(Xk), is stated here for emphasis. Not that definition 4.6
allows the values of Xk to be statistically correlated with the values
of X, across individuals or alternatives, as long as the sets of attri-

2
butes affecting each are disjoint.

Encompassing: It is possible (and a priori highly likely) that

the reduction for individual 1 may be different than the reduction for
individual 2. Unfortunately without individual specific measurement it is

impossible to determine an individual specific reduction. Thus one
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assumption that must be judgementally considered is whether the same

reduction applies to all individuals in a given identifiable population

Y X
Yy

1 - X
Y, f 1
b4

3 > X
Y4 2
Vs
y6 > X3

Figure 4.3: Example of a Disjoint Reduction

segment. The tradeoff here is that a general reduction is not as
intuitively pleasing as a individual specific one, but it requires a

good deal less data. Formally we define encompasing by:

Définition 4.7: A reduction, R: Y » X, is said to encompass a group
of individuals, S, if the mapping is the same for all individuals, i,

=X

contained in S. That is, if y.j = Z£j for 1i,%eS then x. X5

£ —lj
Note that encompassing does not imply that the values of the performance
measures are the same for all individuals in S, but only that the map-

ping, i.e., transformation of Y into X, is the same for all individuals.

4.1.3 Reduction is an Engineering Technique: Tradeoffs Must be Made

The last section identified a series of ideal properties that
should hold if we are to have unassailable faith in a reduction. Perhaps

in the future someone will discover a reduction technique that satisfies
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them all, but right now when choosing a reduction technique (or whether
to reduce) some engineering judgements need be made. Depending on the
application, some properties may be relaxed. For example, a more par-
simonious description (say in three dimensions rather than four) may be
possible if some completeness is sacrificed (say 96% ''explanation'' rather
than 100% ''explanation'). If such a representation yields more insight
to the decision maker and if we are in an early design stage which does
not yet require perfect prediction then the choice is clear, but in
another instance the choice may not be as clear.

In making a choice between reduction techniques the analyst
should keep in mind the 7 yardstick properties (computable, essential,
complete, instrumental, parsimonious, disjoint and encompassing) but he
must also consider (1) the cost of measurement, (2) the feasibility of
measurement (e.g., a long questionnaire may not be accurately answered)
(3) the complexity of the resulting model, (4) the feasibility of comple-
mentary models (e.g., compaction, abstraction, and probability of choice)
and (5) the potential for providing insight to and eliciting creativity
from the design team. The following are three examples of the many

approximations available to an analyst.

Approximate identity: Some techniques allow for overlaps in the

sets Y(Xk). Such techniques may make it more difficult to establish a
unique causality, e.g., changing hospital affiliation of an HMO may
effect a performance measure called quality but it also may effect one
called personalness. In this case, the analyst or design team may decide

that the performance measures defined on the overlapping sets provides
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more insight than those defined on disjoint sets. Still, it may be that
the sets are almost disjoint, that is, each attribute effects one per-
formance measure strongly and all others only slightly. Thus, in a
fuzzy way, insight is provided as if the sets were disjoint, but the

mathematics of prediction is based on the overlapping sets.

Approximate micro-structure: Especially in exploratory stages

it is more important to identify and understand the performance measures
than to know their exact values. Thus early in the analytic process the
analyst may use a reduction technique which identifies the performance
measures and identifies which attributes affect which performance measures
even if the technique approximates the mathematical mapping from Y to X.
For example, a linear approximation to a non-linear mapping may identify
the performance measures, X, and the sets Y(Xk) but only approximate the

values for Eijk'

Neglect unimportant attributes: An alternative to a transfor-

mation-like reduction may be to truncate the set Y. That is to deter-
mine some set of attributes, X, which is a subset of Y, such that
only the attributes which (by some measure) affect choice the most are
in X. More on this in section 4.2.3.

The above are just a few of the engineering judgements facing
the analyst and the design team. The next section presents a number of
reduction techniques. All make such approximations. Keep this in mind in
judging the techniques and in choosing the most appropriate one for a

given choice situation.
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4.2 Analytic Techniques for Reduction

This section presents the following reduction techniques; factor
analysis, multi-dimensional scaling, information theory, and in depth
utility theoretic analysis. The assumptions of each technique, the
data requirements, and the potential use of each technique are discussed.
An empirical example is given of the application of factor analysis to
uvetermining the performance measures to describe health care delivery

systems.

4.2.1 Factor Analysis: An Exploratory Technique to Identify Structure

Suppose there exists a reduction R: Y + X, suppose Y(Xl) =
{Yl’YZ’YS}’ that is X351 = Rl(yijl’yijZ’yijS)’ and suppose X;51 1s

monotonically increasing in . Then one would hope

1i1°71j
that X1 would be highly correlated with Yl’YZ’ and Y3, but less so with

2> ad iz
Yl for 2 > 3. Of course this might not be the case (e.g., if cor(YS,Xl)
= .99) but in an exploratory stage it is useful to look at the
correlation between some set of performance measures and the attributes.
Now if we knew the performance measures and their values for each i,j

we could simply look at the correlation between Xk and Yk for all k,2 to
determine the structure. But we do not know the values of the performance
measures! Instead we can approximate the micro-structure with a linear
model using common factor analysis and varimax rotation to yield estimates
of the number of performance measures,their values, and the correlations
between the performance measures and the attributes. Once the structure

is obtained, and the performance measures identified, more elaborate
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techniques can be used to complement the linear models. We begin with
a presentation of some of the analytic details of common factor analysis.
The theory is as presented in Rummel [126], for more details, proofs,
examples, and for descritions of other related techniques see Rummel [126]

or Harman [52].

4.2.1.1 Analytic Details of Factor Analysis

Factor analysis starts with a data matrix Y of the values of the
attributes on a number of stimuli. Ideally, reduction could be indivi-
dual specific in which case the factor analysis would be across all alter-
natives (aj) for each individual (i), Qii = matrix of yijz with L rows
and J colums). In most cases there will not be enough alternatives for
this model, in which case factor analysis could be across alternatives
and individuals (Y = matrix of Yijg with L rows and N-J colums).! The
following discussion holds for both of the above options, but for nota-
tional simplicity, i will be used to index stimuli (¥ = matrix of Yie
with L rows and N colums).

Common factor analysis assumes there exist some common factors
(performance measures), X, in the data matrix, Y, with each Xk being some
possibly non-linear function of the attributes, Y. It further assumes
that each attribute can in turn be represented by a common portion which
is a linear combination of the common factors, plus an attribute specific
specific portion, plus a random error (See figure 4.4). That is

= f
k

Yig acSik T Y T Gig
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where u, = specific portion

€., = random error

iL
fnk = factor loading of factor X; on attribute YR
X T factor score of Xk for stimulus i
Common Unique

N\AIN\*\{
T i il '

specific error

Figure 4.4: Common and Unique Factors

Without loss of generality we can assume that each Xk and Yk
are standardized across individuals, that is iik = 0 and var(xik) = 1.0
for all k, and ?ig = 0 and var(yiz) = 1.0 for all &. Define ui as

the portion of the variance of explaned by the unique factor of Y2 and

hz as the portion explained by the common factors. (Note hi =1 - ui).
Define U2 as the diagonal matrix of ui and H2 as the diagonal matrix of
hi . Let Tom be the correlation coefficient of Y, with Ym, let R be

the matrix of r, .  Since Y, is standardized, R = lﬁl. C:T is the

transpose of Y.) Finally, let F be the matrix of factor loadings, ka ’
and I = the identity matrix.

Rummel then shows that:

FF = R- U2 =YY - 1+H

This equation, know as the fundamental theorem of factor analysis, states

that the factor loadings can be found by "factoring" the data correlation
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matrix with the commmalities, hi , replacing the 1's in the main
diagnonal. Now by linear algebra we know that a symmetric matrix
(R-Uzzh;a symmetric) can be factored by its eigenvectors E = [91’62""’

e;] and a diagonal matrix of its eigenvalues, A:

11
R - U2 = AR = a8y (W%ED)

Now the rank of R-U2 will be the number of factors, K,thus if the

eigenvalues, Al’ are ordered by size, then Ay = 0 for 2 > K. Thus one

| =

possible factoring is F = EAZ where the zero valued rows are deleted.

(This is the principal axes technique.) Note that this is not a unique
1

factoring since any similarity transform T can be applied to EAQ-, i.e.:

11
R - U2 = (TEAS) (A%ETTTy

More on this later.

A fundamental paradox of factor analysis is the need to know the
commonalities, Hz, before factoring, but the commonalities can not be
calculated before knowing the factoring. Fortunately this problem has
been studied extensively and there exists bounds and estimation techni-
ques for Hz, (See Rummel [i26].)

Clearly in any empirical situation, Al will not be identically
zero for £ > K. How can we determine the appropriate number of factors,
K? From linear algebra, the eigenvectors are orthonormal and the trace
of a matrix (sum along the main diagonal) equals the sum of the eigen-

vectors thus:
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trace (R -1 + HZ) = trace 012) = E
In other words, the sum of the eigenvalues is equal to the common
variance. Thus we can tradeoff the number of factors (parsimony in
the performance measures) with the percent of common variance explained
(one measure of completeness in the performance measures) in choosing
the '"best' set of performance measures.

In section 4.1 it was indicated that a desirable property of the
performance measures was that Y(Xk) be disjoint for all k. Interpreting
this in factor analysis we require that each Yz be highly correlated
with only one factor. Now for orthogonal (uncorrelated) factors such as
obtained by principal axes the factor loading, fnk’ equals the correla-
tion between YZ and Xk. Thus to obtain the desirable property of

1
disjoint Y(Xk)'s we want to choose the transformation of EA2 which

causes each attribute to load heavily on a single factor.

In factor analysis terms this is called obtaining simple struc-
ture and the transformation technique is called varimax rotation. (Vari-
max rotation attempts to maximize the variance in the columns of the
squared factor loading matrix since the highest variance is obtained
when each YQ is correlated with only one factor, Xk.) The transformation
is called a rotation because geometrically it acts to rotate the princi-
pal axes in X space. For example, suppose there were two factors, Xl
and Xz, and ten attributes, Y1 to Y10' Figure 4.5a represents one geo-
metric interpretation of the factor loadings. Notice that all of the
attributes are correlated with both factors, but if the axes are rotated

as in figure 4.5b, Yl’YZ’YS’YQ’YIO are highly correlated only with Xl'



(a)

(b)

» 1

Figure 4.5:

Rotation of Common Factors
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. . .
and Y4,Y5,Y6,Y7,Y8 with Xz .
As presented thus.far, factor analysis can determine the number
of performance measures and can produce a factor loading matrix which

indicates the correlation between each attribute, Y,, and each perfor-

0
mance measure (factor) Xk. To make use of the performance measures we
need to know their values, x5 for a given set of values of the attri-
butes, ;- If F were of full rank (non-singular) and if there were no
unique terms and no error terms then the values of the performance
measures could be obtained uniquely, i.e., X = Y(FT)_l.

Since factor analysis is being used as a reduction technique we
expect that K < L, hence F will not be of full rank and there will be
unique terms and error terms. An alternative technique is to obtain
the estimates of the performances measures (factor scores) by multiple
linear regression, i.e., estimate X1 by:

Xk = i BygYig * error

If B = matrix of Bkl then it can be shown (Rummel [12¢]) that the least

squares estimate of B is B = C!%i)-lF, and hence the estimate of X is

given by X - l(!%!)-lF. A similiar result can be obtained for a rota-
ted factor loading matrix.
To summarize the analytics: (1) factor analysis assumes a linear

model Y = XF + U + error, (2) the factor matrix F is obtained by taking
1

the eigenvectors and eigenvalues of (R - I + HZ), i.e., F = (EA75
truncated, (3) F is then rotated to obtain the simple structure of each

attribute, Yz , correlated with as few performance measures as possible,
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1
>
i.e., F' =T(EA"), and finally (4) the individual specific values of the

performance measures are estimated by linear regression, i.e.,
A -
X = lIYTY) 1F'. The important outputs are the rotated factor loading

matrix, F', whose elements, flk’ give the correlation of attribute, YQ

with performance measure, X, , and the estimates of the values of the

A
performance measures, X

4.2.1.2 Interpretation of Factor Analysis and Its Use in the Methodology

Factor analysis is primarily an exploratory technique to seach
for structure in the mapping of the attributes into the performance
measures. It approximates the true mapping with a linear mapping and
determines the number of performance measures and their correlations with
the attributes. Because the true structure is only approximated, and

because the attributes are intercorrelated , the resulting correlations

of YQ to Xk will be blurred and thus interpretation of the factor
analysis becomes an art.

The analyst should first study the rotated factor loadings, fzk’
note which attributes load heavily on which performance measures, and
then try to name and identify the performance measures. His output from
this stage is a struture matrix such as shown in figure 4.6. For example
in figure 4.6 the analyst has determined that Y(X,) = {YI’YZ}‘ That is,”

there exists some reduction R1: {Yl,Yz} > Xl, i.e., some function R1
such that X;q = R1(Y11’Yiz)-
Depending upon his judgement he can (1) use the linear estimates

of the values of the performance measures as obtained from factor analysis,



-84-

’ﬁik’ or (2) assume that the true value, X1 is some individual specific
function of the estimated value, i.e., X, = fiCQik), or (3) distrust
the linear approximation and use some other technique to determine the
function Rk(°). The first option is probably the most desirable if no
additional data or measurement capability is available. Both the second
and the third options require that either the performance measure can be
named, identified, and remeasured (the respondent can perceive its value
directly) or that there is some external justification for determining
the function fi(-) or Rk(').

Perhaps this is a bit complex in the abstract. The following
empirical example should illustrate some of the options in interpreting

a factor analysis.

namel namez name3
X X, Xq
Y1 X
Y X
Y3 X
Yy X
Vs X

Figure 4.6: StTucture Matrix
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4.2.1.3 Reduction by Factor Analysis: HMO Case

As indicated in section 3.3.1.2, there are 16 attributes
useful in describing peoples' perceptions of health care delivery sys-
tems. Individuals (447) rated each of four plans on 5 point agree/dis-
gree scales describing each of these 16 attributes. Some data was

. . . . 2
saved and common factor analysis with varimax rotation” was used to

analyze - the remaining data. (1200 stimuli = (300 people) x (4 plans)).

The result was four factors which explained 97% of the common variance
and 55% of the total variance. By examining the high loadings on each
performance measure they were named (1) quality, (2) personalness,

(3) value, and (4) convenience. Quality correlated to trust, preventa-

tive care, availability of good doctors, and hospitals. Personalness

reflected a friendly atmosphere with privacy and no bureaucratic hassle.

Value was not just price, but rather paying the right amount for the
services. Convenience reflected location, waiting time, and hours of
operation.

Two techniques were then used to estimate the values of the
performance measures. The first was to use directly the estimates
obtained through factor analysis. These individual specific estimates
were later used in a statistical compaction technique (section 6.4.1)
but before that their average values were plotted. (These are shown in
figure 4.8.)

First, it should be noted that existing care is perceived

as quite good, especially on personalness and value, this as might be

expected. Harvard Commmity Health Plan (HCHP) received a significantly

higher rating on quality than did either the M.I.T. HMO concept or the



*
ATTRIBUTE SCALE

1

10
11
12
13
14
15
16

*

DAY + NIGHT CARE
WAITING TIME
TRUST-GOOD CARE
LOCATION
PRICE/VALUE
FRIENDLY/PERSONAL
PREVENTIVE CARE
EASILY FIND GOOD MD
MODERN TREATMENT
ACCESS TO RECORDS
CONTINUITY OF CARE
ASSOCIATED HOSPITALS
USE OF PARAMEDICALS
ORGANIZED/COMPLETE
HASSLE/REDTAPE
COMPETENT MD'S

see Figure 3.6 for field rating scale

4.7:
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QUALITY

0.37244
-0.22082

0.72125

0.01144
0.03066
0.40986

0.55403
0.64412
0.72288

0.43412
0.20491

0.68006

-0.05303

0.47725

-0.13081

0.73953

PERSONAL

0.07363
0.26204
-0.21828
0.24706
0.12810

-0.51317

-0.14187
-0.15036
-0.13441

-0.49053

0.47900
-0.08256
0.67083
0.01627
0.69824
-0.19335

descriptions

VALUE

-0.31379

0.15514
-0.09556
-0.12544

0.72884

-0.12285
-0.44353
-0.21491
-0.15906
0.18749
0.47727
0.10854
0.12888

-0.52893

0.11180
-0.13971

Factor Loadings for Health Care Plans

CONVENIENCE

0.63939

.64870
.24708

.72964
.09961
.18768
.03653
.27113
.08018
.05992
.04725
.00555
.16722
.14316
.27903
.18691
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M.I.T. HMO pilot. This based almost entirely on a low score for M.I.T.
on le, hospital quality. When you consider.that HCHP is associated
with the high prestige Boston hospitals like Peter Bent Brigham and the
M.I.T. HMO is associated with the smaller, not well known Cambridge
hospitals like Cambridge City Hospital and Mount Auborn Hospital this
result is not surprising. When comparing the M.I.T. HMO concept with the
M.I.T. HMO pilot, & definite perceptual gap in seen. This can be post
purchase rationalization but it can also be a good product that is poorly
commmicated. (The stated intent to re-enroll of over 90% supports the
latter hypothesis.) Thus, based on observing perceptions, management is
alerted to the potential of shifting hospital affiliation and of more
active promotion of the M.I.T. HMO concept.

In chapter 6 a technique is presented to directly assess the
importance of each of the four performance measures. This technique
requires measurement of direct perceptions of the semantics quality,
personalness, value, and convenience aided by dimension descriptions
based on the heavy loading attributes. We felt that the factor scores
would not adequately reflect direct perceptions on these semantics, but
factor analysis was our only managerial link back to the underlying 16
attributes. Instead perceptions of the four performance measures were

remeasured and these will be correlated to the factor scores.

4.2.1.4 Relative Advantages of Factor Analysis

‘Advantages: Although factor analysis requires metric input,
its data requirements are feasible. In fact it requires no more than

ratings for the underlying attributes. It is an excellent exploratory
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technique providing insight not only on the number of performance measures
but also their identity. Furthermore it provides an estimate of the values
of the performance measures. It is easy to implement with standard

statistical computer packages.

Disadvantages: It approximates the structure with a linear

model and it obtains estimates of the performance measures with linear
regression. Because of degrees of freedom it is run across individuals
rather than being individual specific. (To check sensitivity in the HMO
case, factor analyses were run within population segments. The resulting
factors had similar structure, i.e., four factors explaining roughly 55%
of total variance with mostly the same loadings, but the detailed load-
ings were numerically different.)

Factor analysis is done on existing concepts and could leave
out an entirely new dimension, thus care must be taken to ensure that the
existing concepts are diverse enough to span the space of attributes.
Also by design, factor analysis investigates the correlation in perceptions
of the attributes, arguments can be made that this is not causal and
might well miss the true grouping of attributes into perception when
choice is to be made.

Overall, despite its faults, factor analysis is a useful,

currently available investigative tool for reduction.

4.2.2 Multidimensional Scaling: An Exploratory Technique to Identify

the Structure of Similarity

Factor analysis began with the attributes and searched for

performance measures with which the attributes were correlated. An
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alternative technique is to obtain measures of the similarities between
alternatives in the evoked set and use multi-dimensional scaling (MDS)
to look for a K-dimensional vector space representation (alternatives
are points in this space) where the interpoint distance best recovers
the similarities between alternatives. Then by observing the derived
locations of alternatives in this space it might be possible to infer
the meaning of and name the dimensions. As before once the dimensions
are identified, more complex techniques to determine the reduction map-
pings, R, can be used to complement MDS.

This section describes the MDS techniques based on simi-
larities. There are other techniques based on directly obtained per-
ference judgements. The interested reader is referred to Green and
Rao [48] for complete discussion of these techniques. We begin with
an indication of the basic elements of MDS techniques. The complete

theory with example is presented inGreen and Rao.

4.2.2.1 Basic Analytic Details of Multidimensional Scaling

Basically MDS searches for the values of the performance

measures, xijk’ for individual i such that the 'distances" between alter-
native, aj, represented by points, Eij’ in the K-dimensional space of
performance measures 'best' recovers dissimilarities, 6ij£’ which are
measures of how differently individual i views aj and ag- For convenience
we will drop the i subscript, but remember that MDS can be used for each

individual as well as for average dissimilarities.

Similarities: Similarities (or dissimilarities) can be

metric (numerical value) or non-metric (rank order) and they can be
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directly obtained (judgements by individuals) or derived (squared dis-
tance in the attribute space). Various programs can accommodate various

combinations of the above.

Distances: Interpoint distances are almost always computed
via a p-metric in the space of performance measure. I.e., if xjk = the
value of performance measure Xk for alternative aj then the perceptual
distance djl from a.j to a, 1is given by:

- 1/p
dig = ilxjk " Xl

Notice if p = 2 then the Euclidean metric resul:s and if p = 1 then right

angle distance results.

Objective: The objective of each technique is to obtain the
values of the performance measures, (le,ij,... XjK), so as to repre-
sent each alternative, aj, in K-dimensional space, such that the value
of some functioq\of the interpoint distances and dissimilarities is mini-

mized.

Stress: The objective function differs from technique to

technique. A typical example is Kruskal's [85] stress formula 2 used in

M-D-SCAL V:

S= I (dy, - éﬁl)z / Ty, -
jap 3875 jeg

where d is the average of all djg and 352 is a number chosen to be as
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close to djl as possible subject to maintaining the original monotoni-
city of the dissimilarities, ajl' Computationally the algorithm starts
with an initial positioning of the points and perturbs the configuaration
to move in a direction to minimize S. (A steepest descent gradient
method is used.)

Other techniques such as TORSCA 8 [48], PARAMAP [48], and
INDSCAL [48] differ in either the objective function, the distance metric,

or the input data, but the basic principles are the same as in M-D-SCAL V.

4.2.2.2 Use of Multidimensional Scaling in the Methodology

Like factor analysis, MDS in primarily an.exploratory tech-
nique to uncover the number and identity of the performance measures.
If we have no a priori knowledge of the attributes it is a good technique
for uncovering the performance measures directly. Even if the attribute
ratings are available, the analyst could separately obtain similarity
ratings and use an MDS technique to obtain perceptual maps of the alter-
natives. He should attempt to do so in a variety of dimensions and choose
the representation which is most interpretable. Then by examing the
location of the alternatives in the perceptual space he can infer the
identity of the performance measures. Since MDS provides no direct link-
age from the attributes to the performance measures, the analyst must
obtain the reduction, R: Y + X, by other means. For example, by regress-

ing Xk against Y.

Advantages: MDS does not assume any direct structure of ‘the
relationship between the attributes and the performance measures, but

instead uncovers the performance measures in such a way that they recover
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directly obtained similarities. It is a useful exploratory technique
which can be used to complement factor analysis or to search for

structure when the analyst has no strong a priori convictions.

Disadvantages: The main disadvantage of MDS is the difficulty

in providing an instrumental link from the attributes to the performance
measures. It is often more difficult to identify the dimensions based
on locations of the stimuli rather than the correlation of the perfor-

mance measures with the attributes. Finally in order for MDS to be statis-
tically significant the evoked set must be of a size > 8, much larger
than is usually the case.
Overall MDS is useful to explore structure, but care must
be taken to provide external linkages from the attributes to the perfor-

mance measures so that predictions can be made for new alternatives.

4.2.3 Information Theory: A Technique to Select the Most Useful

Attributes

The previous techniques search for performance measures
which were combinations of some of the attributes. An alternative stra-
tegy would be to discard some attributes and keep only those which pro-
vided the most information about choice. One technique to do this is to
use information theory to compute the mutual information I(Yb,A) between
a subset, Yb’ of Y and the alternative set. For a given number of per-
formance measures (cardinality of YB) the analyst could choose the sub-
set with the maximum mutual information. He would then examine all
cardinalities and use his judgement to select the 'best' subset based on
the conflicting characteristics of parsimony (fewer attributes) and com-

pleteness (larger I(Yb,A)). Due to limitations in the number of
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observations this is not possible for the larger cardinalities of Yb’
but reasonable approximations can be made. We begin by discussing the
analytic details of selecting the single attribute with the largest

mutual information.

4.2.3.1 Analytic Details of Calculating Mutual Information

Suppose we were limited to selecting one attribute, YR’ from
Y. Gallagher [42] shows that the average mutual information provided
about choice (selection from the alternative set A) by a discretely

valued attribute, Yl’ is:

1(Y,;A) z g (v,,a:) 1 p(a;lyy)
JA) = p(y,,a;) log ——lj—
. ypeY, =1 ) p(a;

Which could be computed it p(ajlyg) were known. But by the laws of
conditional probability p(yg,aj) = p(yglaj)p(aj) and p(ajlyk)/p(aj)

= p(yyla;)/p(y,) thus:

[

p(y,la;)

TR = I play) 2 POy, la;) log —ﬂy—JL

J= YJLEYJL

Now if the population of individuals is homogeneous with respect to
p(ajlyl) then I(YQ;AO can be computed for an empirical sample. This
homogeneity assumption is perhaps too strong but is useful for a first
cut exploratory analysis. Note that if YZ is continuous then it can be
discretized by dividing the range into disjoint intervals. To empiri-

cally calulate the needed quantities use a table such as given in table
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4.1. Then p(aj) = Np/M, p(y, = k) = Mk/M, and p(yl = k|aj) = mkj/Mj.

a1 a2 a3 choice
Y = l m-v,; ! 'vﬁ" m
L N 12 13 3 4
2! m m M= I X .
21 22 23 i1 k=1 M
3 My | M3 | p
33 3 4
4 _ Jo_
Map | ™2 | M3 M j£1 Mg MM

Table 4.1: Discretized Distribution of an Attribute

Now to choose the subset Yb with K elements, we would want
to calculate I(Yb;A). Unfortunately as K becomes larger the number of

cells required grows exponentially with K and hence the number of obser-
vations in each cell becomes too small for us to have faith in the method.
To overcome this problem in dimensionality Boyle [14] proposes the

nd

following 15t and 2 order methods.

First method: Choose the first K attributes with the largest

mutual information with choice I(YE;A). Boyle [14] applied this technique
to the study of personal attributes effecting defaults on bank loans.
Table 4.2 is a reproduction of his results. -

Note that the most information is provided by the class in-
dex. The class index provides perfect information about choice

(p(ajlindex) =1 if aj is chosen, 0 otherwise) and acts as an upper
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Table 4.2: Ranking by First Order Mutual Information

Attribute I(YR;A)
Class index .693
NSB credit score .207
Years with former employer .167
Years at occupation .158
Years at former residence .121
Years of residence 111
Age .038
Checking account .037
Own/rent house .035
Income .032
Occupation .030
Savings account .029
Mortgage/rent .027
Loan amount .025
ability to pay ratio .020
auto .018
Other income .015
Marital .013
Dependents .012
Purpose 011
Telephone .011
Total debt .01¢C
Term .009
Total monthly payments .004
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’

bound on the mutual information measure. Note that substitution in the
equation for I(YR;A) yields that:
J —
I(index;A) = -& p(a.) log p(a.)
121 J J
J
which is simply the entropy of the system, H(A). Notice that Y23’Y16’
YZ’Y15 and Y10 all provide significant information but that there is
a dramatic dropoff starting with Y7. Also we might expect that Y16
could be grouped with Y2 and Y15 with YlO' The next approximation con-

siders pairwise groupings.

Second order method: (1) Choose the attribute with the
largest mutual information, I(YZ;A). (2) Then choose the attribute

which when combined with the first gives the largest combined mutual

information, I(le’Yzz;A)' (3) Now choose the attribute which when

combined with the second gives the largest combined mutual information,

I(le,Ygs;A).(4) Continue until K attributes are chosen.

The combined mutual information, I(Y A) is computed

212 Y223
in the same way as I(Y,,;A) except that the summation is over cells in
21

Yll'YEZ space instead of Y21 space. Note that since I(Ygl’Ygz;A)

= I(YZZ;Alel) + I(YQI;AJ the second order method can be viewed as chos-

ing the attribute with the largest mutual information when conditioned

on the previously chosen attribute. Boyle [14] uses this technique for

the same attributes. Table 4.3 is a representation of his results. He

also tested the rank ordering of attributes by changing the first attribute —
chosen, and found that the resulting rank order was only slightly per-

turbed.
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Table 4.3: Ranking by Second Order Mutual Information

Attribute I(Ylm;AIYRm-l) I(ng;A) I(Ylm’Y%m-l;A)

Y23 NSB Credit Score - .207 -
Y16 Years with former

employer 117 .167 .324
le Mortgage/Rent .055 .027 .222
Y2 Years at Occupation .162 .158 .189
Y15 Years at former resi-

dence .043 121 .201
Yl Occupation .041 .030 .162
Y10 Years at Residence .113 .111 .143
Y11 Income .038 .032 .149
Y7 Age .054 .038 .086
Y17 Other Income .057 .015 .095
Y3 Loan Amount .060 .025 .075
Y22 Ability to Pay Ratio .060 .020 .085
Y8 Dependents .057 .012 .077
Y13 Total Debt .050 .010 .062
Y21 Total Monthly Payments .047 .004 .057
Y9 Own/Rent .054 .035 .058
Yl9 Savings .024 .029 .059
Y18 Checking .030 .037 .059
Yoo Auto .012 .018 .059
Y4‘ Term .015 .009 .033
Y5 . Purpose. .034 .011 .043
Y6 Marital Status .025 .013 .036
Yld Telephone .009 .011 .022
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4.2.3.2 Use of Information Theoretic Attribute Selection in the

Methodology

Like factor analysis and multidimensional scaling, infor-
mation theory can be used to reduce the attributes. Unlike the others
it does not find performance measures but instead eliminates those
attributes which supply little information about choice. The analyst
should use the technique as a guide, leaving the final selection up

to a combination of judgement and the information measure.

Advantages: Since there is no mapping introduced the
remaining attributes are guaranteed to be instrumental. Furthermore an
indication is given of which attributes are very important and which
ones hardly effect choice. The technique is not sensitive tc distri-
butional assumptions or the particular structure of interaction such

as was the case with the linear model of factor analysis.

Disadvantages: Because it eliminates attributes rather

than search for structure, information theory does not provide any in-
sight into how the attributes combine to produce performance measures.
There are also the approximations introduced by discretizing continuous
attributes and the problems of cell size getting too small.

Overall it acts as a useful aid to intuition by identifying

the important attributes in the choice process.
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4.2.4 Other Potential Reduction Techniques: An Overview

4.2.4.1 In Depth Utility Assessment

Chapter 6 extablishes an isomorphism between compaction
functions and von Neumann-Morgenstern multi-attributed utility functions.
It is shown there that if a set of attributes, Yb’ is "preferentially
independent'?® of its complement, (Y-Yb), then the compaction function,
defined here on the attributes, can be written as c(y) = C(R(Xb)» XE)
where Yp € (Y-YB). If enough sets of independence properties can veri-
fied then c(y) = c(Rl(Xbl), RZ(XbZ)""’ RK(be)) and the "aggregated"
variables Rk(ka) can be identified as performance measures, Xk .
Because of the independence properties the functions Rk: Y(Xk) > Xk
can be assessed independently of the knowledge of Y - Y(Xk).

Thus if we are allowed enough time to perform an in depth-
interview with each respondent, it is possible to identify directly the
structure through independence questions and then assess the reduction
mappings in a way similar to the technique described in chapter 6. One
potential alternative is to directly assess the compaction functions for
a few selected individuals (perhaps "experts'), identify the structure
for them, parameterize the reduction mappings, and obtain a distribution
of the parameters from the general population.

The advantage of "direct assessment is that it isitheoretically
sound and makes no compromise on completeness. The disadvantage is its

extensive measurement requirements.
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4.2.4.2 Professional Judgement

Although not a very elegant technique, professional judge-

ment alone can be used if data is unavailable or if there is not enough
time to perform an analytic reduction. It is mentioned here for emphasis
since it is the most prevalent technique in practice. We do not advo-
cate using it alone but instead coupling it with the insight gained

through a more analytic reduction technique.

4.2.4.3 Null Option

If none of the analytic techniques provides insight into

possible structure, or if the gains in parsimony are not worth the
losses in completeness, or if the chosen compaction technique works
just as well with a large number of attributes as it does with a few
performance measures then the analyst may decide to skip reduction and
go directly to compaction. Note that insight may be gained by showing
the positive or negative results of reduction to the design team even

if the full attribute set is used in compaction.

4.3 Conclusion of Reduction

Oxe goal of this methodology is to provide insight to the

design team. An important step toward this goal is reduction which
identifies the structure of consume. perception by reducing the many
attributes to a few performance measures. Reduction provides an under-
standing and visualization (through perceptual maps) of the choice and/
or perception process. This difficult problem requires that a number of

tradeoffs be made between the insight gained from a parsimonious
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representation of perceptions and the completeness of information con-

tained in the set of attributes.

This chapter began by discussing the issues of reduction.
I.e., an ideal set of performance measures should be computable, essential,
complete, instrumental, parsimonious, disjoint, and encompassing. Any
real situation will require the analyst to choose a technique which
emphasizes some of these properties and sacrifices others.

This chapter identified three primary reduction techniques.
Factor analysis (which is popular in social and psychological research)
approximates the structure of reduction with a linear model and uses
correlations between the attributes and performance measures to identify
which attributes combine to form performance measures. Multidimensional
scaling (which is popular in marketing studies for frequently purchased
consumer products) uses measures of similarity among alternatives to
infer a perceptual map. MDS does not make any explicit structural assump-
tions but it does not provide any instrumental linkage from the attributes
to the performance measures. Information theory (which is popular in
pattern recognition but not yet used in marketing) does not identify
structure in perception, but does identify those attributes which have
the strongest effect on choice. Each of the above makes different trade-
offs, the choice of technique depends on the situation.

Reduction structures perceptions, but which performance
measures are most important and how do they combine to.effect choice?
These questions are addressed in chapter 6, compaction, but before compac-
tion is discussed, we will address the question of abstracting population

segments based on homogeneity of perception and preference.
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Chapter 5
Abstraction

Reduction identified how people perceive the choice alternatives.
In a given situation it might be that these perceptions (and later
preferences) are not homogeneous across the population. Abstraction
attempts to abstract population segments which are homogeneous with re-
spect to perception (arrow (a) in figure 5.1) and later, after compaction,
segments which are homogeneous with respect to preference (arrow (b) in
figure 5.1).

Abstraction is managerially useful because segments defined by
homogeneity of perception or preference represent groups which either
view or value the performance measures differently. These groups repre-
sent opportunities for alternative product or service design. Innovation
may be more successful by meeting each segment need sepafately than by
designing an average product or service which does not exactly meet the
needs of anybody. A second reason for abstraction is that if importances
are statistically estimated (See Section 6.3,)homogeneity is required
for theoretical soundness.

This chapter begins by identifying some criteria for abstraction.
Then the standard techniques of cluster analysis, automatic interaction
detection (AID), and discriminant analysis are reviewed in relation to
the methodology. Examples are given of the use of cluster analysis and
AID in abstracting segments relative to the choice of health care de-

livery systems.
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5.1 Criteria for Abstraction

The following criteria act as qualitative guides for selecting
among alternative segmentations. In choosing among segmentations the
analyst should consider all four criteria, but the relative importance he

attaches to each depends upon the situation and upon his judgement.

1. Strategically relevant: It is important that segments be

abstracted if it is feasible to have different strategies for different
segments or if identifying segments aids in understanding the consumer
choice process. Thus one primary consideration in choosing among seg-

mentations is the potential for product differentiation.

2. Targetable: Segmentation is only useful if the target seg-
ments Can be reached. Targeting can be accomplished either explicitly,
such as with a lower fare for the elderly, or implicitly through self-
selection, such as offering different options for an HMO. For pre-
diction it is important that segments be defined relative to independent

variables which can be identified and measured.

3. Reduce variation within: One goal of abstraction is to

identify homogeneous segments, thus a numerical indicator of the quality
of a segmentation strategy is the reduction in variance of the dependent
variable or variables within the segment. For example if quality and
personalness are the only two performance measures for HMO's, then it
might be desirable to identify segments based on the relative importance
of quality to personalness. We would want the variance of this ratio to

be small within a segment.
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4. Significant variation between: Just as it is important

that there be little variation within segments, it is important that
there be enough variation between segments such that segments are

identifiable and strategies are not blurred.

5.2 Analytic Techniques for Abstraction

This section reports on a variety of techniques to abstract
segments. For each technique the mathematics are summarized and an
indication is given of how to use the technique in the methodology.

Empirical examples are given for cluster analysis and AID.

5.2.1 Cluster Analysis

The basic idea behind cluster analysis can be seen in figure 5.2.
Suppose that the only two performance measures for health care are per-
sonalness and value and that we can measure the importance of each and
quantify this importance by an "importance weight," i.e., kp and kv'
Cluster analysis considers the dependent variables, in this case kp and

k

v’ and groups or '"clusters' together those with values which are simi-

lar relative to some metric, in this case straight line distance in kp*kv
space. In addition the means and variances of some explanatory variables
are calculated and displayed. In figure 5.2 this is shown for the mean
+ standard deviation for age and income. The analyst then interprets

the effect of the explanatory variables on the segmentation. If he
desires he can then use discriminant analysis to statistically test his
interpretation. (See Section 5.3.) In the case of figure 5.2 we would

say that the wealthy young value personalness more than value whereas the
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elderly poor put a high premium on value. This example if of course
contrived, real life is never this simple, but it does indicate the

basic technique.

kp (personalness)
-7 T cluster 1
/' ’
. ! \ age = 32 + 10
I. o) ’ income = $20K + 3K
V'
N .
~ / cluster 2
age = 67 + 10
income = $7K + 2K
L [ 4
-7 S Q
(. ~
. . \
\ ’ . ‘ ’
\ . . /
~ _

—» kV (value)

Figure 5.2: Hypothetical Cluster Analysis

Formal technique: (The following is a description of the Howard-

Harris clustering program as reported in Green and Rao [48].) Given a

set of individuals, S, and a set of clustering variables, Y = {Y1 ’YZ’“"
Ym} the object is to partition Sinto p disjoint segments (S,,S,,... Sp).
Let i index the individuals and let y. = (yﬂ,yiz,... yim) be the value
that Y takes on for individual i. Define the dissimilarity, dZ,, between

individuals i and %, as the square of the Euclidean distance between y.

A
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and X£ inY. 1I.e.
2 2 W 2
dig = Iy5 - %pl™ = Ogpe - Vpd

The total variance, VT, of Y can be divided into a between group variance,

VB , and an within group variance, VW' Where Green and Rao show that:
m m
1 2
Vp = Iz y; -yl
T 7n i1 o1 A 2
1 2
Vo =5 I T |y, -y,
S5 My qes. ges, + b
V E \'
w .. 's.
=1 7]
nj = number of individuals in Sj
n = total number of individuals

Ideally for a given p the program would find the partition which minimizes
Vﬁ . Instead it is only feasible to find a locally optimal p-fold parti-
tion by starting with a (p-1)-fold partition, splitting one segment, Sj’
on the basis of maximum within-group variance, and shifting points until

a minimum Vw is found. The solution is locally optimal in the sense that

shifting any single point would increase Vw .

Use in the methodology: The first use is to cluster individuals

homogeneous with respect to perceptions (arrow (a) in figure 5.1). This
can be done for each stimuli (alternative aj), in which case, if there
are M performance measures, Y is the M-dimensional space of performance
measures. If everyone's evoked set is identical it can be done simul-

taneously for all stimuli, in which case, if there are J alternatives,
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Y is the M<J dimensional joint space of performance measures. For example,
such a clustering might find that childless married students perceive
'plan 1" (with compulsory pregnancy insurance) as low in value.

A variation in this approach is to cluster individuals with re-
spect to the performance measures of their chosen (or first preference)
alternative. The idea behind this approach is that it is likely that the
most important performance measures will have high values for the chosen
alternative. In a way this is an attempt to identify segments homogeneous
with respect to preference.

It is also possible to directly abstract segments based on homo-
geneity of preference (arrow (b) in figure 5.1). Direct assessment of
compaction functions (sections 6.2 and 6.4) identifies preference para-
meters such as importance weights, kl’ and risk aversion coefficients,

Tgs which directly measure the relative importance and risk properties

of a performance measure, X,, such as quality. A priori this is probably

2‘!
the more desirable way to define segments because it allows for products

to be differentiated by emphasizing different performance measures. For
example a quality conscious segment might want dental care in an HMO where-

as a value conscious segment might not.

Empirical example: Greer and Suuberg [50] ran a number of cluster

analyses on the performance measures identified in section 4.2.1.3.

These performance measures are the factor scores for quality, personal-
ness, convenience, and value as related to the choice of HMO's. They
found that about the best that could be done with perception segmentation

is explain 48% of the variance (VW/VT = .48) with 4 clusters. This can
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be compared to 44% explained through an analysis of random data. Thus
we reach the conclusion that it is unlikely that any significant seg-
ments in this data can be identified based on homogeneity of perception.
This does point out the necessity of testing any cluster analysis

against random data since no formal statistical tests exist.

Other clustering techniques: Sebestyen and Edie's pattern

recognition algorithm as discussed in Boyle [14] can be viewed as a
clustering technique. Unlike Howard-Harris which examines the entire
sample at once. Sebestyen and Edie's algorithm works with a training
sample and "'grows'' clusters in Y space.

Howard-Harris used squared Euclidean distance, other metrics
such as right angle distance are also possible. Johnson's hierarchical
cluster program as discussed in Green and Rao [48] uses as input a
matrix of "dissimilarities' as measured directly by respondent's simi-

larity judgements on the stimuli.

5.2.2 Automatic Interaction Detection (AID)

(The technique and algorithm described in this section is
explained in greater detail in Sonquist, Baker, and Morgan [134].)
Basically AID tries to reduce within group variance of a dependent vari-
able, Z, by iteratively making splits on one of the explanatory vari-
ables, Y,: 2 =1,2,... m. To see this im one dimension examine figure
5.3. In this case if the space Y1 is partitioned into two subsets,

S, = {yl:y1.§ .75} and S, = {ylzy1 > .75} then the sum of the variances

of Z in S; and S2 would be significantly less than the variance of Z

1
in the complete set Y1 . Thus AID; like cluster analysis, partitions the

1 3
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space of explanatory variables, but the criteria for AID is reduc-
tion of within group variance of a dependent variable rather than re-
duction of within group variance of the dissimilarities of the explana-
tory variables.

AID is said to detect interactions because successive splits
are only on partitions defined by previous splits. For example suppose
are two explanatory variables, y, = age and Yoy = income, and the first
split is on age = 40. Then S, = {yl,yz): Y1 < 40} and Sz = {yl,yzz
Y1 > 40}. 1If there were no interaction between age and income then the
next split might split both S1 and S2 on income = $10K. If there were
interaction then the next split might split S1 on income = $7K and the

following split might split S, on imcome = $15K. (See figure 5.4).

Z
3
¢ ()
O..
0
e o
®
L] .
® °
[ ] . »
[ ] ...
-+ ' | ~—P ¥,
.25 .50 .75 1.0

Figure 5.3: Automatic Interaction Detection (AID)
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40 —d age

(no interaction between age and income)

income

1

15K 4
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20 P age

(interaction between age and income)

Figure 5.4: Possible Interaction
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Notice that in AID splits are always defined by hyperplanes parallel
to an axis. A useful representation of successive AID splits is by a
tree diagram such as that in figure 5.5, where the dependent variable
is distance, d, from home to the central business district. For example
the left most partition, S; = {(yl,yz): yq £ 40, v, < 7K}, has an aver-

age distance of 1 mile and contains 35% of the sample.

Formal technique: The following is a description of the simplest

version of AID, but is does give a good indication of the technique.

AID III has many options such as lookahead, pre-set divisions, covari-
ance search, and premiums for symmetry. The interest reader is referred
to Sonquist, Baker, and Morgan [134].

Given a set of individuals, S, a dependent variable, Z, and a
set of explanatory variables, Y = {Yl’YZ""’ Ym} the object is to
partition S into p disjoint segments, (Sl’SZ""’ Sp) by iteratively
splitting a ''parent' segment into two ''children' by a division or split
relative to one explanatory variable. The criterion is to minimize
within group variance. Consider the first split, then S = parent and

Sl,S = children. The total variance is:

2
-.2
V.= I (z. - 2)
T 4es 1
- 1
where 7z = — Y Z.
n . i
ieS

After the split, the within group variance is:
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- 1
where 2z, =— L zZ.
I n ies; '
52 = ﬁL- L z.
2 iES2 1

By expanding Vw and VT and collecting terms it is possible to simplify
the expression, but basically the primary version of the algorithm chooses

the explanatory variable and the split to minimize VW.

Use in the methodology: AID analysis is a flexible exploratory

technique which can be used to check for homogeneity of perceptions or
of preferences. It can also be used in an attempt to look for predis-
position to choose one alternative and to implicitly search for indica-
tions of the relative importances of the performance measures. The
following five choices of dependent and explanatory variables are among

the possible uses of AID in the methodology,

(1) The first is to search for homogeneity of perception (arrow
(a) in figure 5.1). This can be done by using each performance measure
for each alternative as the dependent variable and demographics as ex-
planatory variables. (M performance measures and J alternative means
MeJ possible AID runs.) Be sure to 'mormalize' each scale across alter-
‘natives to remove scale bias. Clearly for this purpose AlD is much less

efficient than cluster analysis.

(2) The second use is to search for homogeneity of preference
(arrow (b) in figure 5.1). Using an importance weight (or a risk aversion
coefficient) obtained in compaction (sections 6.2 ind6.4) as the depen-

dent variable and demographics as the explanatory variables it is
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possible to search for segments which value a particular performance

measure highly.

(3) One hypothesis often raised is: How useful are the per-
formance measures? Perhaps the strongest effect is a predisposition
to select on alternative (attitute) within a population segment? The
third use of AID is to search for this predisposition by checking to
see if some breakdown by demographics can explain choice of a given
alternative (0-1 variable) or intent to choose that alternative (if choice *

is unobserved).

(4) One indication of the importance of a performance measure is
that it be high for the chosen (or first preference) alternative. AID can
be used to search for population segments which value a given perfor-
mance measure highly on their chosen alternatives. The dependent vari-
able is a single performance measure on the chosen alternative and the

explanatory variables are demographics.

(5) The fifth use of AID is an attempt to get an indication

of the relative importances of the performance measures. This is done
by using the rank order (if observed) of a given plan as the dependent
variable and the performance measures as the explanatory variables.

One indication, although a weak indication because of range and variance
effects, of the relative importance of the performance measures is the
order in which the splits occur. For example if a split on quality in
the choice of HM0's explains 90% of the variance of rank order of a

given plan and if splits on all other performance measures yield much
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smaller reductions in variance, then this is an indication that quality

is an important determinant of choice for that plan.

Empirical example: Greer and Suuberg [50] ran a series of AID

analyses on the choice and preference measures described in section 3.3.
These are measurements of the M.I.T. conmunity relative to the choice
of HMO's. Some of their results are reproduced in figure 5.6. (PAT 2
and PAT 4 were pattern of care variables. See appendix for questionnaire.
PAT 2 indicated where you would go for a routine physical and PAT 4 for
a dental checkup.)

Examination of figure 5.5 reveals that a split on the demographic
variable PAT 2 explained the most variance. This would seem to imply
that there is either (1) an inertia effect, that is individuals have a
tendency not to switch, or (2) a risk aversion effect, that is individuals
have more information about the plan that is currently being used, or
(3) self selection and preference, that is these individuals who choose
M.I.T. over private for a physical would tend to choose the M.I.T. HMO
for much the same reasons. AID can not tell which one of the above is
the main reason, but it does serve to elicit and focus creativity with
an indication of effects.

Again no statistical significance tests exist for AID, thus a
run must bé tested against random data. When this was done with variables
similar to figure 5.6, AID explained 16.1% of the variance, roughly 50%
less. Thus we can conclude that there is evidence for segmentation in

the data, but not overwhelming evidence.
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5.2.3 Discriminant Analysis

Unlike cluster analysis and AID which were used to explore seg-
mentations, discriminant analysis is used to test whether segments are
significantly different with respect to some explanatory variables.

For example, consider figure 5.1. Here we defined two clusters, S1 and

S It appears that the demographic variables age and income might

2"
"explain'' cluster membership. (Obviously kp and kV could explain this
membership since clusters were defined relative to kp and kv’ but we
are looking for some additional targetable variables to explain the

membership.) Discriminant analysis allows us to test this.

Formal technique: Discriminant analysis defines a linear 'dis-

criminant function," d: V + R, which is a linear mapping from the

(demographic) explanatory variables, V, into the real line. T.e.:

dj = ZWevig

L
where
di = discriminant value for individual i

Yi% = value of the QTH explanatory variable for

individual i
. TH __ .
Wy = weigth of the & explanatory variable

Suppose the wh's were known, then for each segment, Sj’ one could cal-

culate the mean of di’ and similarly calculate the variance of di across

the population. I.e.:
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a=z:di
J ieS.
var = I (di - ai)z
ieS

For two populations the criteria is then to maximize the ratio

(&1 - az)z/var, that is the ratio of the squared difference between the
means of the two populations to the variance which is assumed common
to both populations. Subject to various distributional assumptions on
the explanatory variables, V, it is possible to determine the weights,
Wos to maximize this ratio. The extension to more than two populations
is notationally and computationally more complex, but the basic idea
is similar.

The details of determining the w,'s can be found in Kendall [78].

2
Also a description of discriminant analysis with a different viewpoint

appears in section 6.3.2.

Use in the methodology: The primary use of discriminant analysis

in abstraction is to complement cluster analysis. Cluster analysis
identified partitions of the population which were homogencous with
respect to some clustering variables, Y. Sometimes these clustering
variables are not necessarily targetable variables, that is, it is
difficult to formulate design strategy with respect to segmentation on
Y. Thus it is important to identify targetable demographic variables
which can "explain' cluster membership.

To do this a discriminant analysis is run on the demographic
variables, such as age and income in figure 5.1, given the population

segments identified by cluster analysis. The weight, w,, for a
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demographic variable is an indicator of its importance in defining the
segment. Statistical tests can then be run to determine if the means

of ai, &j, are significantly different between clusters.

5.2.4 Other Techniques

Cluster analysis and AID are the primary segmentation techniques
available, but there are others, among these multiple regression and

the mutual information measure.

Multiple regression: Multiple regression as suggested by Frank,

Massy, and Wind [41] can be used as a segmentation technique. This
technique is similar to AID in that it assumes that some dependent vari-
able (choice, perception, or preference) 1is a function of some explana-
tory variables, Y. If there are strong a priori convictions on the
form of this function, and if the function is linear in some unknown
parameters, k, these parameters can be determined by multiple linear
regression. The interpretation and usage is then similar to AID and/or

discriminant analysis.

Mutual information measure: Just as the mutual information

measure was used in reduction to compute a measure of the '"information"
a performance measure provided about choice, it can be used in abstrac-
tion to compute the information that an explanatory variable, Yl’ (e.g.,
demographics) provides about a dependent variable (e.g., choice, per-
ception, or preference). Again, the interpretation and usage is similar

to AID and/or discriminant analysis.
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5.3 Conclusion of Abstraction

Abstraction attempts to define managerially useful segments of
the population which are homogeneous with respect to either perception
or preference. Identifying such segments can facilitate successful
innovation because if the needs of the various segments are significantly
different it may be better to meet each segmeﬁt need separately rather
than by designing an average product or service which does not meet the
needs of anyone.

This chapter summarized the standard techniques of cluster
analysis and AID in relation to their use in the methodology. Cluster
analysis is used to search for homogeneity in perceptions and/or pre-
ferences. If these are not targetable variables, the analyst, by
examining means and variance of targetable variables (e.g., demographics)
within clusters, tries to infer which ones can "explain' the clusters.
He then tests these judgements with discriminant analysis. AID searches
for explanatory variables (demographics or perceptions) which can "ex-
plain' the variation in some dependent variable (choice, perception,
or preference). It does this by successively splitting parent segments
into two children with a split (or division) relative to one explanatory
variable. Together these techniques provide useful exploratory tools
for segmentation.

The ultimate choice of a segmentation strategy must depend upon
the analyst and the design team having confidence in the relative homo-
geneity of the segments and upon the strategic benefits which can be
derived from the segmentation. Techniques of reporting segmentation

findings to management are discussed.in chapter 9.



-123-
The next chapter returns to the direct analysis of the indi-
vidual choice process by examining how the reduced spaced performance

measures, defined in reduction, are Jinked to choice.
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Chapter 6
COMPACTION

The previous chapter discussed techniques to reduce the number
of attributes effecting choice to a relatively few performance measures
in order to allow the design team to better understand and visualize
the choice process. But even with only a few dimensions the choice
process can be extremely complex. The next step, compaction, explicitly
identifies the importance of each performance measure, their interde-
pendency, and the risk characteristics of the choice process (See
figure 6.1). To do this a compaction function, c(;ij,éi), is determined
which maps individual i's perceptions of the performance measures,_;ij,
and a set of individual specific choice parameters called preference
measures,_&i into a scalar measure of goodness (a real number), Cij'
For a given alternative, aj, this scalar measure of goodness, Cij’ has
the property that with all other alternatives held fixed, any set of
performance measures yielding the same value, cij’ must also yield the
same probability of choice for alternative aj. In other words, com-
paction compresses the few performance measures for an alternative into
a one-dimensional measure. Knowing the value of this measure for each
and every alternative is then sufficient to predict choice.

This chapter begins with a rigorous development of the theory
of compaction. First a series of general definitions and their intui-
tive interpretations are given followed by a few simple theorems. Next

a choice axiom is postulated, which together with the von Neumann-
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Morgenstern [151} utility axioms establishes an isomorphism between
compaction theory and utility theory. This axiomization allows the
richness of prescriptive utility theory to be applied to descriptive
choice theory. Existence and uniqueness theorems are presented for
compaction function and th. isomorphism with utility theory establishes
functional forms. This leads to a measurement methodology to directly
assess individual specific compaction functions. Existing statistical
techniques are summarized and finally empirical examples of both statis-
tical compaction and direct assessment are given for the planning of

health maintenance organizations.

6.1 Formal Development of Compaction Functions:

Definitions and their Interpretations

A verbal definition of compaction was given in the preceding
paragraphs. Before formalizing this definition, let us first consider

a simple yet illustrative example.

6.1.1 Example

Suppose we are a team of decision analysts getting together
after a hard days work. Earlier today each of us conferred with a
(different) zoologist about his purchase of a widget for wild wrinkled
wombats who are over-weight and curiously enough each of us assessed
our zoologist's utility function and found that the same performance
measures, cost, tranquility, and a wrinkle-index apply for each zoologist.
Furthermore, each utility function had the same functional form but

with different parameters. (Call this function u(g,&i) where x = {cost,
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tranquility, wrinkle-index} and Ai are the parameters of zoologist i's
utility function). Finally, we were so successful that we convinced
each client to use his utility function to make his decision.

A colleague from another division walks in with the known values
of the performance measures for all competitive widgets as well as our
firm's widget. As an intellectual exercise we wish to predict the choice
probabilities for each zoologist.

We know each zoologist's decision rule because they are follow-
ing our advice. Tomorrow our sales division in going to each zoologist
with the same values our colleague has just given us and we know the
zoologists will believe our salesmen. We therefore have enough knowledge
to compute the choice probabilities. To do this we simply compute the
utility value, uij’ that zoologist i will assign widget j. Then with
probability 1.0 zoologist i will choose the widget with the largest
utility value.

In this example we are lucky enough to know the decision rule
and perceptions for each individual. Nonetheless, each zoologist's
utility function, u(gjéi) is a compaction function because it compresses
the performance measures into a single number, and because (for each
individual) knowing those numbers for all alternatives is sufficient
to predict choice probabilities. But what if some zoologists do not
select the alternatives with maximum utility, do we then say that uti-
lity theory is wrong? Or can we expand the utility concept to get strong
but not completely sufficient indicators of choice? In a real situation
we may be able to measure consumers' utility functions, but we can not

be sure of (1) how they perceive the performance measures, (2) whether
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the set of performance measures is complete, (3) whether the utility
function completely specifies the choice, or (4) whether we have made
no errors in measuring an individual's parameters, Ai' The concept of
a compaction function allows for this uncertainty because it does not
require that the choice probabilities are equal to 1.0 or 0.0 The next

section presents a formal definition of compaction.

6.1.2 Compaction Definition

Let A = {al,az,... aJ} be a set of alternatives; let X be a per-
formance measure, such as ''quality,' describing at least one alternative,
a.cA.

J

Let X = {xl’XZ""’ XK} be a complete set of performance measures
(definition 4.3) and let Ej = {xlj’XZj""’ ij} be the values that the
performance measures take on for a deterministic alternative aj. (The
individual subscript, i, is temporarily dropped from the performance mea-
sure for ease of exposition). Let 55 = {51,52,..., fj-l’§j+1"" EJ} where
X = {511,521,..., xKl}’ etc. In other words Xs 1s the set of perfor-
mance measures for all alternatives except aj. Furthermore, let
pi(ajlfl’EZ""’ EJ;Ai) be the probability that individual i chooses alter-
native a. given the levels of the performance measures, x, where
X = {51,52,..., gJ} and given individual preference parameters, &i‘

Then we can define a compaction function for individual i as follows:

Definition 6.1: A real-valued function, cij(zj,ﬁi),is said to be a com-

paction function if whenever

= '
€5 (5j A5) i3 (53- 225)
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and fj not necessarily equal Ej" then:

p; (a51%5,x354;) = plalx;",x5324)

with xz fixed.
There is a behavioral assumption inherent in definition 6.1,
that is, tradeoffs among performance measures for one alternative do

not depend upon the levels of the performance measures for the other

alternatives. For example, suppose you are indifferent between {wait

time bus = 9, travel time bus = 20} and {wait time bus = 15, travel

time bus = 16} when subway is {wait time = 20, travel time = 15}.
Definition 6.1 implies that you would still be indifferent between
{9,20} and {15,16} for bus if subway was changed to {10,15}.

Notice so far that our compaction definition is quite general,
in fact, Cijczﬁ’éi) can take on a different functional form for each
individual and for each alternative, and p(ajlé;ﬁi) can be different
for each individual and asymmetric in its arguments. In some studies
some of those generalities may be necessary to appropriately model be-
havioral phenomena, but if compaction is to be of use to the design team
certain of the generalities must be restricted so that useful information
and insight is gained about tradeoffs, interdependencies and risk
characteristics among the performance measures. To this end a series of
desirable properties are identified and definitions developed to facilitate

discuossion. Later, primitive axioms will be presented which imply one

or more of those properties.
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6.1.3 Desirable Properties of Compaction Functions

Uniformity: By first going through reduction, ananalyst tries to identify
a set of performance measures which are complete. He then would hope
that tradeoffs and interdependencies among those performance measures
would not be alternative specific. In other words, knowing the perfor-
mance measures, Ej’ for alternative aj and the preference parameters,

A., for individual i would be sufficient to compute individual i's
scalar measure of goodness, Cij’ for alternative aj. Thus a uniform

compaction function has the same functional form for all alternatives.

Formally:

Definition 6.2: A compaction function is uniform for an alternative
set, A, if

€43 (x;54;) = ci(zj »25) for al: ajeA.

Notice that alternative specific terms can be included as per-

formance measures as long as the functional form is the same for all

alternatives in A.

Symmetry: Uniformity deals with the functional form of the compaction
function, symmetry deals'ﬁﬁth the functional form of the conditional

probability law. Symmetry implies that a specific value of the scalar
measure of goodness has the same implications for each alternative. To

better understand this consider the new notation:
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pi(ajlcil,ciz,..., c;y) = the probability of choosing alternative a
given that Cil(il’éi) = Cil’CIZ(EZ’li) = C;,, etc. This notation is
consistent by the definition of compaction. Furthermore define
Ci,'j—E= {Cil,ciz,n-- Cij—l,cij"'l,... Cik']_’cik"'l,'.. CiJ}’ that iS,
Ci’fi' is the set of all scalar measures of goodness (for individual i)
except cij and ik Thus formally:

Definition 6.3: A compaction function (and the probability law it

evokes) is said to be symmetric for an alternative set A if for all

pairs of j and k, j,keA:
pi(ajlcij = X,Cq T YaCiu3x fixed) = pi(aklcij =Y, Gy T X055k fixed)

Less formally, switching the compaction values for any j-k pair
switches the choice probabilities for j and k but leaves all other choice
probabilities unchanged. (This can be shown from definition 6.3 since
the sum of all choice probabilities must sum to 1.0. Include the null

choice, a,, as an alternative).

0

Preference: In chapter 2 compaction was introduced to enable the design
team to understand how the performance measures combine and thus guide
the decisions they must make in the desién of alternatives. To enhance
understanding it is convenient if a larger scalar measure of goodness
means a larger choice probability (all other alternatives held fixed).

This property, preference, is defined:
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Definition 6.4: A compaction function is preferential if:

] —-00 3 1
1. Cij(zj’éj) > Cij(Ej ,Ai) > implies
pi(ajlzi,gi;éi) z_p(aj|§j',§i;§i) with X3 fixed, and

2. Cij(Ej’Ai) = -o and Cik(zk’éi) # -o for some k implies

]
o

'p(aj I_)SJ ’E:'i;z\_i)

The boundry condition (2) is added for convenience and to pre-
vent pathological cases when two or more alternatives are "infinitely

bad."

Encompassment: Up to this point, compaction functions have been defined

for a single individual, but to be useful in a design effort some form
of homogeneity within some group of individuals must be identified.
Consider the zoologist example. Each compaction function (utility fumc-
tion) had the same functional form, u(zj,éi), but the parameters of the
compaction function varied from individual to individual, i.e., the
differences in preference across zoologists were completely specified
by the preference measures, Ai' Furthermore each zoologist had the same
probability law (decision rule), he choose the widget with the largest
scalar measure of goodness (utility value). In this case the compaction
function, u(zﬁ,ﬁi), is said to encompass the group of zoologists because
(1) the same functional form applies to each individual and (2) the same

probability law is evoked by the set of scalar measures of goodness.
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Formally:

Definition 6.5: A compaction function (and the probability law it

evokes) is said to encompass a group, G, of individuals if for all ieG:

1. Cij(fij’éi) = Cj(zij’ﬁi) for all j and

2. pi(ajlcij"" CiJ) = p(ajlcil,..., CiJ) for all j

Notice that in definition 6.5 the individual subscript, i, has
been added to the performance measures, Eij' This allows for individual
variation in the perceptions of the levels of the performance measures.

The real power of an encompassing compaction function comes from
the fact that it allows individuals to be defined by their preference
parameters, and thus paves the way for direction population assessment.

(More on this in section 6.4).

Canonicity: A canonical compaction function is simply a compaction
function with all four of the previously defined . desirable properties.

Formally:

Definition 6.6: A compaction function (and the probability law it evokes)
is said to be canonical for a group of individuals, G, and an alternative
set, A, if it:

1) is uniform for the’set A

2) 1is symmetric for the set A

3) is preferential, and

4) encompasses the group of individuals, G.
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For example, the compaction function, u(gj,ﬁi), in the zoologist
example is canonical because (1) it is uniform (each zoologist cares
only about {cost, tranquility, wrinkle-index} and u(zj,ﬁi) compacts these
performance measures in the same way independent of the specific alter-
native widget being considered), (2) it is symmetric (the same decision
rule, maximize the utility value, and hence the same probability law
applies if the indices of the alternatives are changed), (3) it is pre-
ferential (if uij increases and Usge remains the same for all k#j, then
the probability of choosing widget j stays the same or increases, and
(4) it encompasses the zoologists (the same functional form of the com-

paction function and the probability law apply to each zoologist).

6.1.4 Summary of Definitions

Definition 6.1 started with a construct, compaction functions,
as an intermediary step before probability of choice. The purpose of
compaction functions is to explicitly identify tradeoffs, interdepen-
dencies and risk characteristics among the performance measures in such
a way as to give insight to the design team. These characteristics
would not be as transparent in a conditional probability law of the form:
pi(ajlfi”" 55;51)' Next a series of intuitive ideas were formalized
to emphasize the issues and to avoid ambiguity. These intuitive ideas
will later be used to develop ''real world'' methodologies that are useful
to the design process.

The next section presents two simple theorems which will later

prove useful in (heuristic) interpersonal normalization of compaction
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functions.

6.1.5 Bijection and Monotone Theorems.

Remuyp MR EER | Iq-

Bijection: Suppose a general compaction function has been

constructed and some transformation has been identified which gives

LI

it one or more desirable properties (definitions 6.2-6.6) Is the
transformed function a compaction function, and in general, what class
of transformations retain the property of compaction? A sufficient

condition is bijection:

Theorem 6.1: Let S S2 be any two sets of real numbers and let

1’

f: S1 > S2 be a bijection from S1 onto SZ’ then f(cij(-)) is a com-

paction function, if and only if cij(-) is a compaction function.

Proof: (If:) Suppose f(cij(gj,éi)) = f(Cij(zj"Ai)' f a bijection
implies Cij(Ej’éi) = cij(gj',éi), and cij(-) a compaction function im-

plies pi(ajlgﬁ,zi;éi) = pi(aj|§§',§5;§i). Thus f(cij(-)) satisfies

definition 6.1 and is therefore a compaction function.

(Only if:) Since f is a bijection, f—1 exists and is a bijection. Thus
by the first half of this proof, f(cij(-)) a compaction function implies

f-lf(cij(-)) = cij(-) is a compaction function.

Comment 6.1: Since the range of f can be a subset of R, for example
[0,1], finite normalization can be performed and the property of com-

paction maintained.

Comment 6.2: If f is not a bijection, then f(cij(-)) may still be a

compaction function for a particular set of alternatives and a feasible -
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set of values for performance measure, but this property can not be

guaranteed.

Comment 6.3: Bijection also maintains other properties such as com-

pleteness and symmetry if the same f is used for all alternatives, aj,

and encompassment if the same f is used for all individuals, i. The

proofs are similiar. Bijection is not sufficient for preference. Con-

sider for example f(x) = -x.

Monotone: Bijection is sufficient for compaction, completeness, synmetry,
and encompassment but not for preference. Yet, since preference pro-
vides an intuitive link to the design process, it is perhaps one of the
most important desirable properties. What class of transformations

maintain preference? A sufficient condition is monotonically increasing:

Theorem 6.2: Let Sl’SZ be any set of real numbers and let f: S1 -+ S2
be a monotonically increasing function from S1 onto SZ’ then f(cij(-))
is a preferential compaction function if and only if cij(-) is a pre-

ferential compaction function.

Proof: (If:) f a monotonically increasing function onto S implies f

is a bijection onto S, thus f(cij(-)) is a compaction function. Suppose
. . o . . . . .

chij(Ej,Ai)) > f(cij(.)_(_j ,Ai)) > -o, f monotonically increasing implies

C"(If’ﬁi) > Cijczﬁ"éi) > - . and cij(o) preferential compaction func-

1]
tion implies p(ajlzj,gﬁ;éi) 3_p(aj|§j‘,§§;ﬁi). Furthermore if -eeS
then f(cij(Ej’Ai)) = -o and f(Cik(zk’Ai)) f -0 implies Cijcfj*li) = -
and Cijczk’éi)) # - which implies p(aj|§j,§5;éi) = 0. Thus f(cij(-))

satisfies definition 4.4 and is therefore preferential.
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(Only if:) Since f is a monotonically increasing function from R onto
S, f_1 exists and is a monotonically increasing function from S onto R.
Thus by the first half of this proof f(cij(~)) a preferential compaction

function implies f_lf(cij(-)) is a preferential compaction function.

Comment 6.4: Since the range of f can be a subset of R, finite normali-

zation can retain preferential compaction.

Comment 6.5: If g(x) # -» for x finite and if g is monotonically non-
decreasing then g(cij(-)) satisfies definition 6.4 (preference) but is

not necessarily a compaction function.

Comment 6.6: Since a monotonically increasing function onto S is a bi-
jection, completeness, symmetry, and encompassment can be retained if f
is the same for all alternatives, aj, and individuals, i. This, because
f also retains preference, it retains canonicity.

Finally an often used transformation is a positive linear trans-
formation. Since a positive linear transformation is monotonically in-
creasing transformation from R onto R, it retains all properties as noted

above. For emphasis this fact is stated as a corollary:

Corollary 6.3: a + bcij(°) is a (complete/symmetric/encompassing/pre-
ferential/canonical) compaction function if and only if cij(-) is a
(complete/symmetric/encompassing/preferential/canonical) compaction func-
tion. a,b constants, b > 0.

The notation (//) means any or all of the stated properties are

retained.
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The completes the formal development of the compaction definitions,
the next section begins with an axiomization of individual behavior and

derives useful relations and functional forms for compaction functions.

6.2 An Axiomization for Compaction Functions to Establish an Isomorphism

with the von Neumann-Morgenstern Utility Axioms

In 1947 von Neumann and Morgenstern [151], identified axioms of
rational choice which have proven very powerful and useful in the develop-
ment of prescriptive utility theory. For example, authors such as
Fishburn [38], Keeney [68-73, Raiffa [120], Ting [140], and others have
traced out the implications. of these axioms, identified assumptions in-
herent in certain functional forms, and have developed to a fine art the
structuring of preferences for the purpose of aiding decisions. Uni-
attributed utility theory is often used for the explicit incorporation
of risk in monetary decisions (Raiffa [20]), while multi-attributed
utility theory has been used to structure such large scale decision pro-
blems as the siting of Mexico City's airport (Keeney [67]),
the New York City air pollution problem (Ellis and Keeney [31]), the
use of frozen blood in blood banking (Bodily [11]), and the siting of
nuclear power plants ( Keeney and Nair [75]). To date, von Neumann-
Morgenstern utility theory has not been used to predict choice.

There is however a large body of literature on random utility
models for choice theory, for example McFadden [93,94], Tversky [143], Luce
[92], Ben-Akiva [10], Manski [99] and others. The dominant concern is

with the distribution of the error term, and thus with the form of the
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probability law rather than with the functional form of the utility
function. Furthermore, the utility function is usually assumed identi-
cal for the entire population (within segments) and its parameters are
econometrically estimated.

Thus on one hand we have prescriptive utility theory with its
axiomatic richness which allows the explicit determination of a function
(and its parameters) for each individual but which requires an individual
to be rational and always choose that alternative which yields a maximum
utility value. On the other hand we have choice theory which recognizes
randomness in choice due to (1) measurement error in the performance
measures and the parameters of the function, (2) approximations in the
functional form and incomplete specification of the set of perference
measures, (3) temporal instability (day to day change) in preferences,
and (4) "irrationality' in behavior.

Section 6.1 recognized this randomness in jts definition of com-
paction. (Utility functions in random utility models will later be
shown to be compaction functions). This section relaxes the utility
theoretic restriction of maximal utility choice, restates the von Neumann-
Morgenstern in terms of this relaxation, and postulates a choice axiom
which is necessary to establish an isomorphism between utility theoretic

results and descriptive choice theory.

6.2.1 Stochastic Preference

There are three critical steps in this fornalization, the first

is in redefining preference:
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Definition 6.7 (Stochastic preference among alternatives). Let A be
a set of alternatives, let aj,ak be elements of A, then A is a stochastic

preference operator on AxA if (aj,ak)e > implies the probability of
choosing aj from A is greater than the probability of choosing a from
A. For simplicity write a.j a3 and say aj is stochastically preferred

to 3 (relative to A).
Definition 6.8 (Stochastic indifference among alternatives). Let A

be a set of alternatives and let aj,ak be elements of A, then ~A is

a stochastic indifference operater on AxA if (aj’ak)s'”A implies the

probability of choosing aj from A equals the probability of choosing ap

from A. TFor simplicity write aJ.mA a and say aj is stochastically

indifferent to ay (relative to A).

Comment 6.7: Similiarly make the obvious definitions for A <A’ and

<A

Comment 6.8: Definition 6.8 could be extended with the concept of a
"just noticeable difference" (jnd) (Fishburn [35]) by stating that

aj ~A A if the probability of choosing aj from A is within € (a small
number) of the probability of choosing ay from A. Unfortunately such

an indifference operator is not neccessarily transitive and is therefore

not compatible with our axioms.

Comment 6.9: To simplify exposition will be written as >, ~

A’ ~A
when the choice set is clear from context.

Comment 6.10: Note that although A is written as a countable set it is

not required to be such and can in general be uncountable.
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Consider a set, A, of alternatives and stochastic preference and
indifference operators, >, ~, on A. Define a lottery operation,

L(aj,ak;p) as follows:

Definition 6.9: A lottery, L(aj,ak;p): AxAxR - A*, is an alternative
which has the characteristics of aj with probability p, and the charac-
teristics of ay with probability (1-p). (A* is the range of L). (See

figure 6.2).

L(aj,2,;p) &

(1-p)

Figure 6.2: Lottery Definition
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Conment 6.11: A C A* since one possible lottery is the degenerate

lottery, 1i.e., p = 1.0.
6.2.2 The Axioms
Suppose A*, >/ ~ and L satisfy the following axioms:

Axiom 6.1: > is a complete ordering on A¥*,

(a) For any two a,j,ak exactly one of the following holds.
a; > ay, aj ~ a, aj < a
(b) aj > ) and a > a, implies aj > a,
(c) aj ~ and a ~ a, implies ajtw a,
Axiom 6.2: Ordering and combining:
(a) aj {Z} a implies aj g:; L(aj,ak;p) for all pe(0,1).
®) aj > ay > a) implies the existence of P15P,sP3 e(0,1) such

that

L(aj,al;pl) < A
L(aj’al;pz) ~ a‘k-

L(a;,a,ip5) > 3y
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(a) ]
p
a. < ak —————————- aj <
(1-p)
a
a.
(b) J
Pp
P1: ak >
(l-pl) a
2
a.
J
Py
(l'pz) ag'
a.
]
Py A <
(l-ps) a‘Q‘

Figure 6.3: Schematic of Ordering and Combining Axiom
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Axiom 6.3: Algebra of combining
(@) L(aj,a;p) ~ Lgy,24;1-p)

(b) L[L(a;,a;p), ay;al ~L(ay,ay;pq)

- (b)

(a) E X
p (1-p)
(1-p) p
3 %3
p
N ce..
j
pq q
N (1-p)
(1-pq) (1-a)
a

Figure 6.4: Schematic of Algebra of Combining Axiom
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Axiom 6.4: Choice axiom. Let a be any subset of A*, let
' ! * ' ~ 1
aj’ak’aj’ak € a C A*, then aj ~a aJ. and a ~a

implies Prob aj from a - a | = Prob %af from a- aﬁ}

where a - 2 is the set a with the element ak deleted.

Axioms 6.1-6.3 are restatements of the von Neumann-Morgenstern utility
axioms, except that the definition of preference is changed. Axiom 6.4
is a choice axiom which allows us to build models based on abstract

choices and then apply them to realistic finite choices. The need for
such a choice axiom will become clear later in the development. These
axioms imply the existance of a compaction function, but before this is

shown, let us interpret the axioms.
6.2.3 Interpretation of the Axioms

Axiom 6.1 (Complete ordering): (a) In utility theory this is a reason-
ably strong assumption, i.e., that an individual can state his preferences
and that they are temporally stable. The new preference definition allows
stochastic behavior, thus the new interpretation is that an individual's
""average" behavior has no uncontrollable long term trend. (b+c) This
property is actually induced by the preference definition because > and =
are transitive for the real numbers. It is stated explicitly to maintain

a paréllel with the utility axioms.

Axiom 6.2 (Ordering and combining): (a) This states simply that if a

is stochastically preferred to aj then a lottery with even a slight chance
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of ay is preferred to aj. ("Losing'" the lottery gives aj). (b) If
ay is stochastically preferred to 2, then given a lottery, L(aj,ag;p),
involving an alternative, aj, which is stochastically preferred to ay
and a, and a

'3
(p1 close to 0) such that ay is still preferred to the lottery. (Review

then the influence of aj can be made sufficiently small

figure 6.3). Furthermore, each individual can conceive of some proba-
bility, Py, which makes him stochastically indifferent between

the middle alternative, ay s and a lottery involving the extreme alterna-
tivgs, aj and a. Taken together parts (a) and (b) of this axiom imply
a reasonable continuity assumption. Since they are stated for stochastic
preference these axioms imply properties of the probability model. This

will be dismissed in later sections and the next chapter.

Axiom 6.3 (Algebra of combining) (a) This states simply that the
lottery operation is commtative, i.e., it does not matter in which order
the elements of the lottery are named. (b) This statement of associati-
vity is perhaps the strongest assumption in the utility axioms and hence
in our axioms. It states that a series of successive lotteries can be
treated as an equivalent one step lottery. In other words it states that
every individual can conceive of a complex lottery and that he will
rationally react to it as if it were a simple lottery with equivalent

probabilities.

 Axiom 6.4 (Choice axiom): This axiom states that if the probability
of choosing an alternative, aj, is equal to the probability of choosing
another alternative, aj', when all alternatives are available then for

any subset of the alternatives this equality of probabilities remains
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the same if some alternatives (other than aj,aj') are deleted from
consideration. Furthermore if ay and ak' are indifferent on A, then
deletion of one is the other is equivalent in terms of stochastic in-
difference on the respective subsets. In other words if two alternatives
are equivalent on the entire choice set, then they are equivalent in
their presence or their absense from any subset. This is certainly a
reasonable assumption for distinct choices, but be careful, for certain

types of choices, particularly hierarchical choices, it can break down.

For example, suppose Michael Doonesburger, a fictious student,
has the following choice probabilities for health care delivery: Boston
Group Practice (BGP), .4; private care with Dr. Jones, .3; private care
with Dr. Smith, .3, and suppose these choices represent an exhaustive
list. Now suppose Dr. Smith runs off to Jamaica. Will BGP still be
stochastically preferred to Dr. Jones? Maybe, but perhaps Mike's decision
rule is to first choose between group practive and private care and then
randomly select a doctor if he decides on private care. This might im-
ply that Dr. Jones > BGP (.6 > .4) after Dr. Smith departs.

This example cautions us not to blindly apply models derived from
axioms 6.1-6.4. Instead the axioms must be verified before models are
built, and if the choice process is hierarchical (sequential) it must
be modeled as such.

If this axiom causes trouble with hierarchical choices, why in-
clude it? It is needed because alternatives will be represented by sets
of performance measures and compaction functions will be inferred from

questions about stochastic indifference among abstract alternatives
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(represented by values for the performance measures). Thus compaction
functions will be determined on uncountable choice sets,{Xl,Xz,..., XN},
and applied to finite subsets, {al,az,... aJ} .

The next subsection discusses some mathematical implications of

the axioms.
6.2.4 Existence and Uniqueness Theorems

The first and most significant implication of the axioms is the
existance of a real valued function on the expanded alternative set, A¥*,
which preserves (stochastic) preference and for which mathematical ex-
pectation applies. The proof of this result is quite tedious and exactly
parallels the proof for utility functions contained in the appendix of
von Neumann and Morgenstern [151]. Thus it is stated here without formal

proof.

Theorem 6.4 (Existence): There exists a real valued function, c*, on A%,

c*:A* > I C R, with the following properties:

(a) aj ;'E'} A% 3 @ c*(aj) E; R c*(ak)
() c*[L(aj,3,;p)] = p c*(a;) + (1-p) c*(3y)

where aj,ak eA*, I is an interval, pe[0,1].

Idea of proof: The first step is to use axiom 4.1 to choose

0

ao,a* such that a” < a* and axiom 4.2 to show the existence of a

monotone mapping from the interval (0,1) onto the interval

aO < a < a*. Then define c*(ao) = 0 and c*(a*) = 1.0 and use axiom 6.3

to show c*(L(aO,a;p)) = pc*(a) and c*(L(a*,a;p)) = p + (1-p)c*(a).
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Then extend the mapping to [0,1]. Finally extend c*(-) outside the range

0
a

A

< a < a*, and show c*(L(a,a;p)) = c*(a). Combining all of these to-
gether using axiom 6.3b with careful consideration of detail yields the
desired result.

In section 6.1 a number of desirable properties of compaction
functions were identified and theorems presented to identify which trans-
formations retained these properties, in particular it was shown (corol-
lary 6.3) that a positive linear transformation retains all properties
so far defined. The function, c*, looks similiar to a preferential com-
paction function, but with the additional property of mathematical ex-
pectation being appropriate. (This property is know in the literature
as cardinality). Later, a related function, will be shown to be a com-

paction function, but first let us investigate how c*'s properties behave

under transformation.

Theorem 6.5 (Uniqueness): The function c*:A* -+ I C R is unique up to

a positive linear transformation.

Proof: Suppose there exists a function d*:A* -~ R. Then there must exist
a function f:I -+ R such that for any aj eA*, f(c*(aj)) = d*(aj). (See

figure 6.5) Since c* and d* both satisfy the properties of theorem 6.4

c* *
aj c (aj)
L
a®

35 , f(C*(aj))

Figure 6.5: Schematic of Uniqueness Proof
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then for x,yel
> - >
(a) x H  implies £(x) H o £0)

(b) £(px + (1-p)y) = pf(x) + (1-p)f(y)

But (b) is just the definition of a linear function thus f(x) is linear

in x. Furthermore (a) implies that f(x) is monotonically increasing

in x, thus f(x) must be a positive linear transformation. Finally a
linear transformation of an interval is an interval. Thus if any function,
d*, satisfies theorem 6.4, it must be a linear transformation of another

function, c*, which satisfies theorem 6.4.
(This proof is similar to the uniqueness proof in utility theory).

6.2.5 Empirical Use of the Axioms Requires Representation of Alternatives

as Sets of Performance Measures

The methodology described in this dissertation requires that
alternatives be represented by sets of reduced performance measures, and
to this end compaction was defined in terms of a complete set of perfor-
mance measures. In other words, definition 6.1 presupposes a correspon-
dence between the alternative set, A, and a finite dimensional real vector
space, RN, i.e., there exists g:A -~ RN, such that for all aJ. €A there
corresponds a unique vector, 53._ , of performance measures. (Note: Let
XIE RY be the set of performance measures as in definition 6.1).

What we would like to do is define some function, c:X +~ I C R

with the property that ¢ is a compaction function and C(Ej) = c* (aj).
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This seems trivial but in most cases the mapping g is not onto nor is
it one-to-one. In other words some elements of X may not represent
actual alternatives or they may represent more than one. Thus we need

the following axiom:

Axiom 6.5: Abstract alternatives. An individual can make judgements,
and in particular, indicate stochastic preference for abstract alterna-

tives indicated only by values for the performance measures.

If reduction is done correctly, and a complete set of performance
measures (chapter 4) is identified, then —)Ej is equivalent to aj for sto-
chastic preference considerations. Axiom 6.5 simply extends the choice
set A to all abstract alternatives represented by elements of X. c(zj)

]
will now be shown to be a compaction function.

Theorem 6.6: Let A = (al,az,... aJ) be the set of alternatives. Let
X be a complete set of performance measures. Suppose axiom 6.5 holds.
let g:A->XC RN be a function mapping the alternatives into the per-

formances measures. Let c: X > 1 C R be a real valued function on the

set of performance measures such that c(g(aj)) = Ccﬁj) c* (aj). Let

Prob aj from A:c*(aj) = - | c*(ak) # - for some k 0. Then c is

a uniform, symmetric, preferential compaction function.

Proof: (Compaction) By axiom 6.5 X can be an alternative set. Call
it a. Let x5 = g(aj),ij' = g(aj'), be two elements of X. By hypothesis

C(l(_j) = C(Ej') Qc*(aj) = c*(aj') thus Xj ~gh Ej' which means

= Prob {E_—j' from ¢*} . Let B = {Ej ’Ej"ifj which

Prob X, from o*
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is also a choice set. Then by axiom 6.4 applied to B
Prob Ej from B - 5j" = Prob {xj' from B - 5j . Finally since X is
a complete set performance measures this implies P; (aj | 53. ’EJ ,Ai)
= p; (aj Izj"zj;li) which implies ¢ is a compaction function.
(Preference) By hypothesis C(ﬁj) > C(Ej ') implies

c*(aj) > c*(aj')which implies aj >k aj' which implies X; > ok Ej"

Defining B as above and following similiar reasoning implies
jlﬁj ’Ei;li) > p(aj |5i',55;li). The boundry condition is satisfied
by the hypothesis of the theorem.

pi (a

(Uniformity): Since the alternative set can be X by axiom 6.5 and since
c is defined on X and since g is defined on A the same c applies for all

alternatives (for all chpaj).

(Symmetry): Suppose we have a choice set a = { Ej ’Ej"x—k"ik;’ﬁj_k with
corresponding values for c(x) of }y,z,z,y,c=—~ {. Since c(x;)= c(x,') =Yy
= ? ij =] =k

= = Lk ~ K ;
and C(Ek) C(_)Sj') z then X5 ~p )_ck' and Xy~ 53.'. Thus by axiom 6.4,
Prob }53. from a - 53-' ;= Prob {Ek' from a - Xy l and again
Prob {-)Ej from a - x;' - x ' | Prob{ x, ' froma - X, 51(; , but
the last statement just says p.l(aj |Cj =Y, ¢ <, G fixed) =
pi(ak'lcj' =z, ck' =y, C;TE fixed) since c(x) is a compaction function.

This is the definition of symmetry.

Theorems 6.4, 6.5 taken together state that if a set of alterna-
tives, A, satisfy ''reasonable'" axioms of choice (axioms 6.1-6.4), if these
alternatives can be represented by a set of performance measures, X, and

if an individual can conceive of abstract alternatives represented by
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values from X (axiom 6.5) then there exists a real valued function,
c(x), on X, (unique up to a positive linear transformation), which is
a complete, symmetric, preferential compaction function and for which
mathematical expectation applies. This result is very powerful since
it allows direction assessment of c(x) if c(x) is of some 'mice' form.

In other words, suppose c(gj,ii) is known up to a set of pre-
ference parameters, Ai' Then by axiom 6.5 an individual can be asked
questions of the form: Ej "A%Ek and by theorems 6.4, 6.5, and 6.6
c(gj,éi) = c(x ,Ai). This gives one equation in the umnknown's, Ai'
Similiarly by axioms 6.3 and 6.5 an individual can be asked to find a
probability, p, such that L(Ej,gk;p) “A* X5 and by theorems 6.4, 6.5,
and 6.6 pc(gj,gi) + (1—p)c(§k,§i) = c[§£,§i). This again gives one
equation in the unknowns, Ai' Summarizing, there are type I and type II

questions (see figure 6.6) giving type I and type II equations:
c(x5,25) = cly.2y) type I

pe(xy2) + (1-P)elx,dy) = clx,24) type II.

Comment 6.11: Type I is actually a degenerate type II equation (p = 1.0)

but is stated as distinct because of measurement considerations.

Comment 6.12: Measurement issues may cause both type I and type II
equations to be estimated rather than exactly determined.
The next section will discuss assumptions necessary to determine

what functional forms are correct for compaction functions on X.
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Type 1

Type II

JTN

Figure 6.6: Two Types of Measurement

6.2.6 Independence Assumptions

Up to this point we have only begun to tap the power of utility
theory. Axioms 6.1-6.5 imply the existence and uniqueness of a complete,
symmetric, preferential compaction function which remains valid under
mathematical expectation. Not only that, there is a feasible way to mea-
sure it if only its functional form were known. One compromise might be
to approximate c(gj,éi) by a function transformed to be linear in Ai and
econometrically estimate Ai' But what functional form is appropriate?

Another approach is to use the isomorphism established between
compaction functions and utility fumnctions and 'borrow'" the theorems from
utility theory which axiomatically establish function forms. To do this,

it is first necessary to define two independence properties, preferential
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and utility independence.

(These properties were defined by Keeney [70], in 1969. The
reader is cautioned that although the word "utility' appears in defini-
tion 6.11, this property is defined for compaction functions. The word
"utility'" is retained to avoid confusion since we are not now inventing
new concepts.)

Preferential independence: Suppose that there are N performance

measures, ’Xl’XZ""' XN‘ and suppose that tradeoffs among the first
two, le,Xzf do not depend upon the rest, !Xs,X4,..., XN = XTiu We would
then éay that ‘xl,xz‘ is preferentially independent of fo . For example,
suppose that the performance measures for describing dial-a-ride trips
are {wait time, travel time, costl and {wait time, travel time} is pre-
ferentially independent of {cost{ , then if {wt =10, tt = 20, ¢ = .25
is prefered to jwt = 15, tt = 15, c = .25} this preference ordering will
remain the same if the cost, common to both alternatives, is changed.

The above example is for two performance measures, the formal
definition (stated below) is for any partition of the performance measures,
i.e., any mutually exclusive and collectively exhaustive subsets of S.

[ [Y,x] is a partition of X if YNZ = ¢ and YUZ = X]

Definition 6.10: Let X be a complete set of performance measures and

let {Y,Z! be a partition of X. Then Y is said to be preferentially

independent of Z, written Y p.i. Z, if for all Y1272 eY and for some Zg ez
(yl’zo) >X (YZ’ZO) lmplles (Yl’z) >X (YZ’Z)

for all zeZ.
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Comment 6.13: The only difference between this definition and the
utility theoretic definition is that stochastic preference relative to

X, > replaces simple preference, >.

Utility Independence: Preferential independence deals only with

deterministic alternatives, the compaction function of Theorem 6.6 and
the type II calibration deal with uncertain alternatives, i.e., lotteries.
The next definition, utility independence, simply extends preferential
independence to alternatives defined by lotteries. For example, suppose
your choice of airlines depends only on {travel time, cost} and {travel
time } is utility independent of {cost} thenif L({tt = 10, c = 1},

{tt =5, c = 1}, %D is prefered to {tt = 8, c = 1}, this preference or-
dering will remain the same if cost, common to both lotteries, is changed.

(See figure 6.7.)

{tt = 10,c = 1}

> {tt = 8,c = 1} implies
{tt = 5,c = 1}
1 {tt = 10,c}
2
> {tt = 8,c}
1
2 {tt = 5,c} for all c

Figure 6.7: Utility Independence



-157-
To state utility independence we need a new notation for com-
plex lotteries. Let £ (zj) be an alternative which has characteristics
X. where Xj is a random variable with some known probability mass (den-

sity) function.

Comment 6.14: The axioms 6.1-6.3 imply continuity as well as mathematical
expectation, thus complex lotteries, £ (_')‘g‘j) can be built up from simple

lotteries, L(Ej,xk,p) and theorems 6.4-6.6 can be shown to hold for
E(zj).

Formally:

Definition 6.11: Let X be a complete set of performance measures and
let X* be the set of all lotteries involving elements of X. Let Y,Z
be a partition of X, with corresponding lottery sets Y*,Z*, Then Y is

said to be utility independent of Z, written Y u.i. Z, if for all

Y1:Y7 eY* and for some zer

ﬂ({ylyzo}) >X* ‘2({)’2’20})
implies ﬂ({yl,z}) > L({y,,2})  for all zeZ.

Comment 6.15: Utility independence is defined above for stochastic

preference.

Comment 6.16: Neither preferential nor utility independence are reflexive,
i.e., Y p.i. Z does not imply that Z p.i. Y. Similiarly, Y u.i. Z does

not imply that Z u.i. Y.
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Comment 6.17: Utility independence is in fact the stronger property,
i.e., Y u.i. Z implies Y p.i. Z. This can be shown by considering de-
generate lotteries. The converse is not true, i.e., Y p.i. Z does not
imply Y u.i. Z.

Suppose Y u.i. Z, what does this imply? Theorem 6.5 stated that
c(x) is unique up to a positive linear transformation thus if c(x) main-
tains preference ordering among lotteries, f(X), so does a + bec(x)
where a,b are real numbers and b > 0. Now consider lotteries of the
form ({?;zo}) and (F?,zl}), 29,2 fixed. If Y u.i. Z, preference
orderings among the first lotteries directly correspond to preference
orderings among the second lotteries, thus! c(y,zl) =a + bc(y,zo) where

a and b depend on z Extending this to all z implies c(y,z) = a(z) +

1°
b(z)c(y,zo), where a(z) and b(z) are real valued functions of z with
b(z) > 0 for all z. This is a very simple result, but when other inde-
pendence assumptions are added, useful functional forms can identified.
Consider the following theorem due to Keeney [70] reformulated by
Kaufman [66], stated here for two performance measures. The proof will

be stated for compaction functions as an example of how to extend utility

theory to compaction theory.

Theorem 6.7: Suppose that {Xl,XZ} are a complete set of performance
measures. Suppose Xl u.i. X2 and Xz u.i. Xl’ then c(xl,xz) has the fol-

lowing form, labeled quasi-additive:?
c(xl,xz) = alul(xl) + azuz(xz) + (l-al-az) ul(xl) uz(xz)

where some (xl*,xz*) and (xlo,xzo) are chosen such that
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= 0 = 0 *) = *) =
alul(xl) c(xl,x2 ), azuz(xz) c(x1 ,xz) and ul(x1 ) uz(x2 ) =1,
0, _ 0, _
ul(x1 ) = uz(x2 ) = 0.

Comment 6.18: Note that c(xl,xz) is scaled such that c(xl*,xz*) = 1 and

0 0
c(x1 > Xy ) = 0.

. ) . 0
Proof: X1 u.i. X2 implies c(xl,xz) = a(xz) + b(xz)c(xl,x2 ) and

. ; . 0 .
XZ u.i. Xl implies c(xl,xz) = d(xl) + e(xl)c(x1 ,xz). Since c(xl,xz)

is unique to a positive linear transformation we can scale c(xlo,xzo) =0,

clx®x,%) = 1. Thus clxg,x,0) = dlx)) * elx) 052’0 = d(x))

and c(xlo,xz) = a(xz) + b(xz)gﬁgfgqxigjo'o

0 0
such that c(xl,xz ) = a4, (xl) and c(xl ,xz)

a(xz). Choose constants
a;,a, and define u(xl)
= . : : ®) = *

azuz(xz). Substituting yields c(xl,xz ) alul(xl) + e(xl)azuz(x2 ).
Solving for e(xl) and substituting in previous equations gives

_ . © . . . )

c(xl,xz) alul(xl)-fuz(xz)[c(xl,x2 ) alul(xl)]. Doing similar sub

. . : - * -
stitutions gives c(xl,xz) azuz(xz) + ul(xl)[c(x1 ,xz) azuz(xz)].
Using the latter equation yields c(xl,xz*) =a, + ul(xl)(l-az). Substi-

tuting this in the former equation yields the desired result i.e.,

c(xl,xz) = alul(xl) + uz(xz)[a2 + ul(xl)(l-az) - alul(xl)].
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Note that except for algebra and fortuitous choice of normaliza-
tion (possible by Corollary 6.3) the only theorem used was the uniqueness
theorem. (Theorem 6.5). In other words it was not necessary to invoke
the choice axioms (axioms 6.4, 6.5) or the fact that stochastic pre-
ference instead of ordinary preference was used. This is indicative of
the other, more subtle and complex proofs of functional forms in utility
theory. The next section presents without proof a sample of the theorems

available in utility theory that will now be used in compaction.

6.2.7 Utility Theorems Identify Unique Functional Forms for

Compaction Functions?®

The utility theorems stated below are extremely useful because
they (1) identify unique function forms, (2) indicate how to directly
assess the compaction (utility) functions, and (3) require independence
assumptions that are verifyable. However, before stating the theorems,

a new function, a conditional compaction function, will be defined. This
function, and its notation (used informally in theorem 6.7), allows for
more clairvoyant presentation of the results.

Supposc: that Xj u.i. X5 . This means that lotteries involving
{xj,x5} do not depend on the fixed value of xj, thus we would expect
that there is some function of Xj which incorporates all the lottery
characteristics of Xj and which is independent of Xi‘ This function does

exist, is unique, and is called a conditional compaction function. (Con-

ditional because xj is fixed). As motivation remember that Xj u.i. Xi

inplies c(x;,x;) = a(x;) + b(xi)c(xj,szo) which can be written as
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a(xi) + [b(xj)-c(xj*,xio)][c(xj,xjo)/c(xj*,xio)] where {Xj*’xi*} -

0_0

{xj ,xJ } and c(xj,xj) is scaled such that c(xjo,xjo) = 0.0 and

C(Xj*’xi*) = 1.0. Note that [c(xj,xio)/c(xj*,xjo)] is only a function

of x. and is scaled from 0.0 to 1.0. It will later be shown to be inde-

pendent of xio. Formally:

Definition 6.12: Let c(xj,xi) be a compaction function scaled from

0_0 .
c(x. ,xz ) =0.0 to K oxz*) = 1.0, Let X, u.i. Xz . Th
(xJ xJ ) c()cJ x:j ) e j u.i 3 en

u.j:Xj +[0,1] is a conditional compaction function, where

uj (XJ) = C(Xj ,Xio)/c(xj*,XjO)

Above uj(xj) appears to depend on xio. The next theorem shows

that it does not.

Theorem 6.8: Let X be a complete set of performance measures. Then if

Xj u.i. Xi’ the conditional compaction of xj,uj(xj), is independent of

the choice of xio and xi*.

Proof: Choose xjo =y, xi* = z which yields c(xj,xi) and uj(xj).

Now choose different values for xjo,sz*, i.e., xJ:O = p, xJ:* = q which

yields d(xj,xi) and vj(xj). By theorem 6.5 d(xj,xi) =a+ bc(xj,xi),

b> 0. vilx) = d(x;,p)/d0x;*,p) = [a + belx »P)]/[a + belx;*,p)]  but
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C(XJ- ,P) = e(p) + f(p)C(XJ- ,Y) thus V5 (XJ-) = [a + be(p) + bf(p)C(xj Y1/
[a + be(p) + bf(p)c(xj*,y)]. Now if a + be(p) = 0 and bf(p) # 0, the
result follows since the proper terms cancel giving Vi(xj) = c(xj,y)/
c(xj*,y) = uj(xj)' But by normalization d(xjo,p) =(0=a+ bc(xjo,p)
0,0 . .
= a + be + bf . . Finally b > 0 and if f = 0 then d(x.,x:
(P) (p)c(w inally and if f(p) en (xJ xJ)

is independent of xj which contradicts X a complete set of performance
measures.

The strength of this theorem is that if Xj u.i. Xi’ an arbitrary
xj' can be chosenznuiuj(Xj) assessed over consequences of the form
{xj,x:'}. Thus if Xj u.li. Xi’ the conditional compaction can be assessed
over simple lotteries, see figure 6.8, involving only Xj, as long as the
the consumér is told xi, i.e., everything else, is fixed.

We will next consider function forms which are appropriate for
uj(xj). Since by theorem 6.8 uj(xj) can be evaluated with simple lotteries,
the uni-attribute results of Raiffa [120] can be directly applied. First
consider the concept of risk aversion. A consumer is risk averse 1if he
would prefer a guarenteed outcome to an uncertain outcome with the same
expected value of the (single) performance measure. In other words he
must be paid a premium in order to take a risk. Formally if

(p-xj' + (l—p)kj") > L(xj‘,xj",p) then a consumer is risk averse.
j
This condition implies that c[p-xj' + (1-p)xj”, xio] >R p-c(xj',xjo) +

(1-p)c(xj",x50), thus by the definition of concavity C(Xj’xio) and hence
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u. (x.) is concave in x..
J ) ]

(X-*,XT)

L = -~
(xj ,Xj)

(1-p)

Figure 6.8: Conditional Utility Lottery

Suppose that a consumer's risk aversion does not depend upon his
asset level. In other words suppose that if xj i} L(xj',xj",p) then
giving him A units of xj does not change his feeling toward the lottery,
i.e., xj + A i} L(xj' + A,xj” + A,p) (See figure 6.9). This condition
is known as constant risk aversion and implies a unique function form:

Theorem 6.9: (Raiffa) Let X be a complete set of performance measures,

1et.Xj u.i. Xi, let ua(xj) be the conditional compaction of Xj. If
(Xj’xj) ~X L({Xj',XJ-]’, {Xj",XJr}, P)

implies that
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x.'
]
p
~ implies
(1-p)
x' "
]
X. '+A
]
X.+A ~
J
(1-p)
X-"+A
- J

Figure 6.9: Constant Risk Aversion Lottery
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)(.+A,X': ~L{.'+A, —.}, ."+A, 15
(5 iox S X5t )

for all A, x.,x.',x." , then
373 )

- - O - K 0
N S R IR VS M
for some real number, r, or

) 0 0
uy O5) =[x - 71/ DG - Xy

with the latter case only occurring when
.X-' + 1- X-” X_- 4 I_a -' < .”, i Y . .
(p j ( p) j ’ J) X ({XJ ,XJ}, {XJ XJ} p)

Operationally, the '"'constantly risk averse' functional form of
theorem 6.9 has only one parameter, r. Thus, if a consumer is constantly
risk averse, a simple lottery of the form xj X. L(xjo,xj*,p) where
the consumer sets p gives a type II equation which can be solved for r.
These simple lotteries were used as part of a procedure used to assess
the compaction functions of a random sample of 80 M.I.T. students. See
section 6.4 for the results of this experiment.

There are other functional forms besides constantly risk averse,

]
decreasing risk averse. For a more complete discussion of these results

for example u(xj) = log[a-(xj - xjo) + 1]/1og[a-(xj* - x.O +1)] is

see Raiffa [12(.

The next section presents theorems which indicate how the condi-
tional compaction functions, uj(xj], combine to form a complete compaction

function, c(x).
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6.2.7.1 Quasi-additive and Multiplicative

Now if Xj u.i. Xi for all j, all of the conditionals can be
easily assessed with simple lotteries. The next theorem due to Keeney
[68] shows how one can then build a complete compaction function from

conditional compaction functions.

Theorem 6.10 (Keeney) If X is a complete set of performance measures
and if Xj u.i. X5 for all j.

Then:*

c(x) ) kju.(x.) +3Y % kjguj(xj)ug(xg)

j 3l e

+ % I % k. u. (x.)u, (x,J)u (x
L Km0 O g

.

+ .. .+ klZ...J ul(xl)uz(xz)... uJ(xJ)

This theorem makes assessment of compacfion functions feasible
since all one need do is determine the condition compaction functions,
Uﬁ(Xj), by simple lotteries and then determine the scaling constants.
This can be done by solving simultaneous equations resulting from type I
indifference questions, i.e., X' -i'zﬁ, or by asking ''corner point"
questions,® i.e., {Xf,go}‘iIJZf,Ep,p) where {Y,Z} is a partition of X.
See figure 6.10 for X = {xl,xz,x3} and Y = X1» figure 6.10a gives the
lottery, figure 6.10b gives a geometric interpretation of the words cor-
ner point. Asking these corner point questions allows simple direct

determination of the scaling constants. For example, the lottery in

0 x30) = p which when substituted in the

figure 6.10a gives c(xl*,x2 ,
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* % *
(a) (%1%, %%, X5*)

(Xl*,XZO,XSO) ~

1-p
(xlo ’XZO ’XSO)
() A
P
e s
e yd

V4

—Y (xq*, %%, X5*)

|

Figure 6.10: Corner Point Question
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equation from theorem (.10 gives directly 1(1 = p.
Theorem 6.10 makes it theoretically possible directly assess
compaction functions, but the task 1s still quite difficult since ZJ-l
scaling constants are required. The next theorem due to Keeney [71]

reduces this number to J + 1.

Theorem 6.1 (Keeney) If X is a complete set of performance measures

and if for some j X. u.i. Xz and ({X.,X } p.i. Xz for all 2.
! Y j X5 0 p T otor

Then:
c(x) =Iku(x;)+ZI I Kk.kpu.(x.uz(xg)
jJJJ i 2>j J~3°)
2
+% ¥ £ K kjkﬁkmuj(xj)uz(xﬁ)um(xm)

je>) m>L

Lt KJ'lklkz e quy (U, () - up(x)

where kje[O,l] for all j and K > -1.

If =z kj # 1 this can be factored to:
j

1 + Ke(x)

n =g

1+ Kkjuj(xj)]

j=1

And if Tk =1 then
j

c(x)

1}
I. ™
7
c
i
—
2
—
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Comment 6.19: The above form is termed multiplicative due to the

particularly simple representation in product form.

Comment 6.20: If can easily be seen by comparing theorems 6.10 and 6.11
that the multiplicative form is a special case of the quasi-additive
form.

Since only J+1 scaling constants are required for the multiplica-
tive form, it is quite feasible to obtain them. Again they can be deter-
mined by asking J type I indifference questions and solving the simul-
taneous equations for the relative kj's. The J+1°¢ equation is given

J
by 1+ K= 1 (1 + Kk.) because of normalization.
j=1 :
It turns out that there 1s a particularly simple way to assess

the scaling constants for a multiplicative form:

(1) Assess the conditional compaction functions with simple

lotteries:
X -L(x.*,x.0,p) with x: fixed.
j X737 ]

(2) Ask type I questions of the following form for all j > 1:

The consumer selects xi such that:®

0 j
* - * 3.
{xl ’Xj ’xij} X {xl,xj ,le}

(3) Ask one corner point question: The consumer selects p such

that:

{xl*,xTO} X Lx*,x,p)
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The compaction function is then determined as follows:
(1) Simple lotteries gives uj(xj) for all j.
(2) "Tradeoff questions' give kj = ul(xlj)k1 for all j
(3) Corner point question gives k1 = p.
(4) Using (2) above gives kj for all j and finally K is
determined by solving’

(1+K =

]

L=

1 + k:K}
1 ]

Note that the conditions necessary for Theorem 6.11 can be
easily verified in the above precedure by asking the respondent whether
his answers to the simple lotteries depend on xi (i.e., verify Xj u.i.
Xi) and whether his answers to the tradeoff questions depend on XTT
(i.e., verify {Xl,Xj} p-i. XTjJ.

The above assessment and verification procedure was used to assess
the compaction functions of 80 M.I.T. students selected at random. The
results of this experiment are discussed in section 6.4. The measure-

ment issues are discussed in chapter 3.
6.2.7.2 Additive Representations

Most of the compaction functions inthe literature (see section 6.3)
have been additive. What conditions are necessary and sufficient for
additive representations? From Theorem 6.10 we see that an additive re-
presentation is in fact a special case of the multiplicative form, i.e.,

when the interaction constant, K, equals 0.0. Furthermore this can be
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easily verified by the assessment procedure for multiplicative forms

because a multiplicative form turns additive when the scaling constants

add to 1.0, i.e., I kj = 1.0.
j

Fishburn [35] identifies a '"marginality assumption' which states
clearly the conditions for additivity. It basically says that the con-
sumer does not care how the various performance measures match up, i.e.,
he would not pay or be paid a premium to ensure that extremely poor values
of all performance measures do not simultaneously occur. This is stated
formally in the following theorem. (See figure 6.11 for a graphical

interpretation of the lotteries).

O »%5 ) (% ,x:0)

BNO|
N]

| =
N

(xjo,xjr ) (X~0,XJ=)

Figure 6.11: Marginality Assumption
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Theorem 6.12: (Fishburn) Let X be a complete set of performance measures.

If for all j and for all {Xj’xi} in X it is true that

_ 0 _0,, 1 - 0 0 _ .1

then

1
—
o

-
~

v
o

c(x) = Tk.u. (x. where k.
() = Bgu; 0) ;

Comment 6.21: Note that the lottery condition implies Xj u.i. Xj for
all j, thus Keeney's quasi-additive theorem applies. The lottery condi-
tion then insures that all interaction terms drop out.

Fishburn's theorem is for cardinal compaction functions (since
lotteries are involved), but many compaction functions, only claim to
be ordinal. Due to theorem 6.2 any monotone transformation retains the
properties of compaction and of the special properties defined in section
6.13, thus if some monotone function of an additive representation is a
cardinal compaction function, then applying the inverse of that function
will result in an additive ordinal representation with all desirable pro-
perties except expected value. Ting [14( identifies the conditions under

which such a representation exists.

Theorem 6.13 (Ting) Let X be a complete set of performance measures.

If {Xj,Xl} p.i. Xz for all j, % then there exist continuously differen-

i
tiable functions V, 8128+ 8 such that

c(x) = V[Z g.(x.)]
j J ]
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Comment 6.22: V is not necessarily monotone in theorem 6.13, because
Ting does not require preferences to be monotone in each performance

measures. This chapter does and the desired monotone result follows sim-

ply.

Comment 6.23: The assumptions for the multiplicative form can be shown
(Keeney [71]) to satisfy the assumptions of Theorem 6.12, and as expected,

the multiplicative form can be made to be additive by taking logarithms,
ie., c(x)=Klexp[Z log(l + Kk,u, (x)] - 1.

Notice that theorem 6.13 is an existence theorem, but unlike
theorems 6.10, 6.11, and 6.12 it does not indicate either the functional

forms of the compaction function or how to directly assess them.
6.2.7.3 Between Multiplicative and Quasi-additive: Aggregatability

The multiplicative form is very useful because it is easy to
assess the scaling constants and since there are only J+1 of them, the
measurement task is not formidable. Furthermore the multiplicative form
is much more general than the additive form since it allows non-linear
indifference curves between the conditional utilities of attributes. (See
figure 6.12).

Unfortunately the assumptions for the multiplicative form are
not always verified. For example suppose the performance measures for
dial-a-ride trips are {wait time, travel time, cost}. Now it is reason-
able to assume that tradeoffs between wait time and travel time do not

depend on cost, i.e., {w,t} p.i. {c}, but tradeoffs between travel time
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u, (xz)
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5 Uy ()
u, (x,)
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s

\ — Yy (1)

Figure 6.12: Indifference Curves
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and cost may depend on wait time, and similiarly tradeoffs between wait
time and cost may depend on travel time, i.e., {t,c} not p.i. {w} and
{w,c} not p.i. {t}. Suppose now that Xj u.i. Xf for all j and hence

the weaker form, quasi-additive applies. In this case, the quasi-additive
form requires 7(23 - 1) scaling constants, but if J were large then ZJ -1

might be for too many scaling constants to assess. (E.g. 26-1 = 63 or

212 -1 =8,191). Is there any way that preferential conditions, such

as {w,t} p.i. {c}, can be used to simplify the task?

Ting [140] suplies the answer in the following theorem:

Theorem 6.14 (Ting) Let X be a complete set of performance measures.
Let {Y,Z} be a partition of X. Then if Y p.i. Z, there exists a real
valued aggregator function, g: Y»R, and a real valued function V such

that:

c(x) = V[g(y),z]

What this theorem says is that, the performance measures, Yy,
can be aggregated into a single number, g(y); this number is then traded
off with the performance measures, z. Unfortunately theorem 6.14 does
not indicate how to assess V and g, but if it is known that c(x) 1is
quasi-additive it can be made operational as follows, shown here.for

three performance measures, {w,t,$}:
(1) {w,t} p.i. {$} thus c(w,t,$) = V[gw,t),$]
(2) 1let g(w,t) be quasi-additive, i.e.,

gw,t) = kwuw(w) + ktut(t) + kwtuw(w)ut(t)



-176-

(3) let V[g,$] be quasi-additive,i.e.,

c() = VIg,$] = kglw,t) + ku () + k  g(w,t)u ($)

kgk u (w) + k k u (t) + ksus($) + kwtuw(w)ut(t)
tk k $4, u (8) + Kk, gsu u_($) + kwtkgsuw(W)ut(t)us($)

(4) c(x) 1is unique under consistant 0 - 1 scaling and since
it is known to be quasi-additive, the above form is the

only form.

Note that by using the above precedure, only six scaling constants

are required whereas the general quasi-additive form requires seven.
Now this savings may not seem worth the effort, but in the case of large
J, the resulting savings could be significant. For example suppose J =

and {xl’XZ’XS}’ p-i. {X4,X5,X6}, then the above procedure results in

3

17, (23 -1+27- 1+ 3), scaling constant rather than 63,(26 - 1).

6.2.7.4 Other Theorems

There are other theorems in utility theory which indicate func-
tional forms. For example Pollak [115] and Meyer [105] also derive condi-
tions sufficient for multiplicative form, but their conditions are not
as easily verifyable as Keeney's. In addition Fishburn and Keeney [39]
have studied the implications of a form of generalized utility indepen-

dence, and Kirkwood [79] has studied parametric dependence.
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6.2.8 Summary of Axiomization

This section began with a set of behavioral axioms which were
shown to imply the existence and uniqueness of a compaction function.
Taken together these axioms indicated techniques to directly measure
compaction functions, or at least to determine equations which could be
solved for the parameters of compaction functions. To make these measure-
ment techniques operational it was necessary to determine the appro-
priate parameterized functional forms. Behavioral assumptions such as
constant risk aversion, preferential independence, and utility independence
were introduced and the utility theoretic results of Raiffa, Keeney,
Fishburn, and Ting were applied to compaction functions to indicate these
forms.

The main result of this section is a simple and feasible pro-
cedure to represent and directly assess compaction functions for indi-
viduals.

The next section examines examples of compaction functions (as
per section 6.1) as they exist in the literature, but before going on,
let us return to the notation of section 6.1. In section 6.1, compaction
functions were across individuals with individual specific parameters,
i.e., Cij(fij’éi) where Ai were individual i's preference measures.

In section 6.2, only one individual was dealt with at a time and the com-
paction functions were shown to be complete and symmetric, hence the

notation was C(Ej)' We return now to c; (x11, .). For example if:

cj Xij024) = 1 (K31 * KUy (x5 9) + Kk kg oug g (60 u;5 (xg5) where

11 i i7i17i271
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0
-T. .0 -r. o (x *-x )
W, o= [1-e RO Xy HEOR

i 1 Lo=1,2

then the preference measures, li’ are the scaling constants, the risk

aversion coefficients, and the interaction constant, i.e.,

Ay = tkyps

k Ki}'

i2°Ti1°Ti2
6.3 Examples of Statistical Compaction Techniques

Section 6.1 introduced the concept of a compi~tion function,
Cij(zij’li)’ mapping the performance measures, Eij’ and the preference
measures, Ai’ into a single real number, Cij; with the property that
any two sets of performance measures with the same measure of goodness
will have the same probability of choice. Section 6.2 then derived one
theoretically sound technique, direct assessment, to determine compaction
functions and to assess the preference parameters, A..

In some cases, it will not be economically feasible to collect the
necessary data for direct assessment and in some cases the analyst may
have other reasons for preforming statistical techniques. In such cases,
the user of the methodology may wish to substitute another compaction
technique. This section discusses some of the available statistical
compaction techniques which do not require direct assessment. They are

(1) expectancy value models, e.g., 'weights times rates,"

(2) discriminant analysis,

(3) random utility models

(4) conjoint analysis, especially as used with factorial design,

(5) maximum score models,

(6) preference regression.
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(7) PREFMAP.
6.3.1 Expectancy Value Models

In this technique, consumers are asked to rate each alternative
on a set of scales and directly state the importance weights for each
scale. The compaction is then a linear additive combination of the
importance weights times the perception rates. This technique is based

on the mathematical psychological theory of Fishbein [33] which states

that if:

Aj = attitute toward alternative aj

bjk = strength of belief k about aj

Xik = evaluative aspect of belief k about aj
then

A. = ¥ b.,Xx.
J k JkXJk

This formulation does not include the risk characteristics of
the aspect scale nor the interactions among various scales, but perhaps
its biggest weakness is that it assumes that the consumer is acutely

aware of and can consistently process the relative scale ranges to pro-

duce a mathematically consistent importance weight. In practice, attitutes,

Aﬁ’ have not correlated well to directly measured preferences such as

those obtained from constant sum paired comparison preference data.®

P
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6.3.2 Discriminant Analysis

In discriminant analysis, the hypothesis is that there are two
(or more) distinct populations and the goal is to identify to which
population an individual observation belongs. An extension is to
determine the probability that an observation belongs to a given popula-
tion. In our context, the populations are those choosing a particular
alternative.

The first discriminant technique is to use a discriminant value,

dij’ which is a linear combination of the observation. I.e.,

dj = 2 kpyyg
2
where d.1 = discriminant value for individual i
Yig = value of g™ Jariable for individual i
kz = weight of the QTH variable

The weights, calibrated on training populations, are determined by maxi-
mizing the ratio of the squared distance between the means of di relative
to the variance of d.1 within the population. Based on the assumptions
of two populations and multivariate normal distributions of X5 with
common covariance matrix, MRm’ Kendall [78] shows that:

k, = L cov(y_,y,) (=1 -=2)
2 m m’>’ L )'2' YE

where —Jj is the estimated mean of y. 6 in population j and cov(y ,Y,)
Yy 1L m’’ &

is the estimated covariance. The observation, di’ is then classified
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to the population with the closest mean value of di' Geometrically this
is equivalent to establishing a seperating hyperplane between the two
populations.

The second technique is again to postulate a linear discriminant
function, but instead of simple classification, membership probabilities
are assigned. Under various assumptions, functional forms for the pro-
bability low can be determined and the variable weights estimated with
maximum likelihood techniques. For example, Quarmby [118] shows that if
di is distributed as normal with common covariance in each population,
then a logistic model results for binary choice:

-aj+bjdi

p(belong to population j di) =€

—a2+b2di
re
2

where am’bg = constants, &% = 1,2

Notice the difference between discriminant analysis and compac-
tion theory. In compaction theory, a scalar measure of goodness, Cij’
is determined for each individual and for each alternative. In discri-
minant analysis, a single number, di’ is determined for each individual
and discrimination is based on that one value. The two approaches are
compatable only is there are two alternatives.

Discriminant analysis is presented here because it was used by

Quarmby [118] to compute mode choice prooabilities in transportation.
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In his problem there were two populations, auto users and transit users.
He used a linear discriminant function with Yq equal to relative values
of performance measures such as travel time and determined the importance
weights by the first technique (maximum squared distance/variance). The
probabilities were then determined by the second technique (logistic
formalation).

For more than two alternatives discrimant analysis is difficult
to apply because it is based on a singke value rather than a vector of
values. The next technique, random utility models is superior for multi-

ple alternatives.
6.3.3 Random Utility Models

Random utility models assume that there exists some utility
function, u(zij,§i), where zij are the vector of values of the performance
measures, and s, are individual characteristics, such that an individual
always maximizes his utility when choosing an alternatives. Furthermore,

the utility has an observable component and a random component, i.e.:

‘U(zij »S;) = V(}_ij,_s_i) + E(Eij »S:)

This model is quite general (McFadden [94]), but in realistic cases cer-
tain simplifying assumptions must be made in order to use the model.

Perhaps the most popular assumptions are:

(1) The observable component, V(Eij,éi), is linear in some parameters,

a, which are the same for all individuals in a segment, i.e.:
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V(ilj ’il) = i aQ,ZQ,(—)Eij ’21)

(2) The error terms, e(zij,§i), are independent of alternatives,

aj's, and are identically distributed for all alternatives.
(3) The error terms have Weibull distributions, i.e.:

€ >
0
P (eg) = e “exp(-e %

McFadden [93] shows that these assumptions imply the multinominal

logit formulation, i.e.:

I
[¢)
[
.
~
™~
(¢}
'—I
E|

p(aj|cil’CiZ"" c;p) =

where

i T L% Zg (X;5054)
In practice the ag's are estimated by maximum likelihood techniques,
see for example Ben-Akiva [10].

The advantages of this approach are that the calibration proce-
dure uses "revealed preference", i.e., actual choice, and the choice pro-
babilities are determined axiomatically from the compaction values.

One disadvantage is that there is no axiomatic specification of the

. . . . . .
functions, Zl("')' In fact, in practice Zl(gij,si) is usually xijz'
Because only existing alternatives are used for calibration there may

not be enough variation in the performance measures to extend the pre-
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dictions to radical new alternatives. These disadvantages can be
partially overcome by using the compaction function, c(gij,ﬁi) dis-
cussed in section 6.2. It is axiomatic and can be extended to radically
different alternatives because the preference values, A., can be deter-
mined from proxy choices with ranges of the performance measures com-
patable with the new alternatives.

If so desired, revealed choice can be coupled with proxy choice
by first determining C(Eij,éi) and then using a more general parameterized
error term, E(Eij’§i)' The relative merits of the two types of choices,
and techniques to use both in a calibration process are discussed in

chapter 7.
6.3.4 Conjoint Analysis

Conjoint analysis is the general problem of determining parameters
of a function given only its independent and dependent values. In other
words, given the hypothesis that y = f(x) and given direct measurements
of y and x, the problem is to deduce f(-+). A case of particular interest
is the polynominal measurement model where f(x) = M[fl(xl),..., fL(xL)]
with M restricted to sums, differences, and products of the fl(') such
that f(x') > £(x'") means x' is preferred to x'". Notice that the quasi-
additive, multiplicative, and additve compaction forms are of this form.
Fishburn[35] gives conditions identical to those in prescriptive utility
for M[+] to be additive. Tversky [144] gives necessary and sufficient
conditions for M[+] to be measureable. To state the basic result define
a data structure, D, as a partially ordered set of data with each data

element represented by specific values, x, for the performance measures,
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X. Tversky shows that for a data structure, D, to satisfy a polynomial
measurement model, M, it is necessary and sufficient that D satisfy a
irreflexivity axiom.® Furthermore for any choice of an irreflexive
regular extension of > the numerical assignment resulting from M is
unique. The detailed proof and discussion are tangential to the develop-
ment in this thesis; the reader is referred to Tversky [144].

The usefulness of this result is that it states axiomatic condi-
tions on the data as to whether a polynomial model can be determined. Tt is
quite general and does not impose many of the "continuity' axioms (6.1
through 6.3) of utility theory, but it does not specify a functional
form for the compaction function based on behavioral assumptions such
as section 6.2 does nor does it "provide any simple set of empirically
testable conditions which can be easily interpreted as a substantive
theory. Furthermore, the general theory does not provide any constructive
procedure for obtaining the desired numerical representation." (Tversky
La4) An exciting research question is to combine the strengths
of the two complementary theories.

One use of conjoint measurement in marketing is to give each con-
sumer a partial factorial design of the performance measures and have
him rank order these in terms of preference. f(x) is assumed linear
in its parameters and monotonic regression is then used to determine
these parameters. (Green and Wind [49])

The main advantages of this technique are that it uses non-metric
dependent variables, and that the derived parameters are individual
specific. Its disadvantages are that the choices are proxy (sets of

values for the performance measures), that the usual choice for f(x),
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i.e., f(zijl) = g alxijl has all the restrictions of the additive

risk neutral form, and that the number of factorial combinations can

get quite large making it difficult for a consumer to rank order the
alternatives. The compaction theory of section 6.2 can aid this techni-
que by specifying a more appropriate function form for f(x) and by cali-
brating it with a simplier measurement device. That is, using a few
indifference questions rather than many rank order questions. Compaction

theory also opens the door for psychometric performance measures identi-

fied in reduction.
6.3.5 Maximum Score

Maximum score techniques combine some of the features of random
utility and factorial conjoint analysis models. As in random utility
models, the consumer is assumed to maximize a utility function which
has an observable portion and a random portion. The observable portion
is assumed linear in its parameters and the disturbance terms are assumed
independent across alternatives. As in conjoint analysis, ordinal rank
order data is-used, but in contfast to conjoint analysis, data is col-
lected for revealed choice rather than proxy choice.

The basic maximum score technique is quite simple in concept.
The objective is to maximize the number of correct classifications
according to the utility function, and a mathematical program is set up
to determine the parameters accordingly. Extensions are to have more
complex scoring techniques than the number of correct classifications.

Relative to the logit formulation, maximum score techniques are

more robust because of the use of ordinal data and the weakening of dis-
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tributional assumptions on the disturbance term, but they are not as com-
putationally efficient and do not make full use of the observed choice
data. [Manski(98)]. Otherwise they share both the advantages and dis-

advantages of the logit formulation. (See section 6.3.3).
6.3.6 Preference Regression

Conjoint analysis uses a factorial design of the performance
measures as alternatives and determines importance weights with monotonic
regression. Maximum score uses real choice and determines importance
weights with mathematical programming. A related technique is ask
questions with respect to the evoked set and to use integer rank order
preference (i.e., 1,2,3,... ) as a dependent variable and the performance
measures as explanatory variables. Enough degrees of freedom are then
gained by doing the regression across individuals (and of course across
stimuli). Recent simulation research by Green [46] shows that
least squares regression closely approximates monotonic regression for
rank order dependent variables, thus the analyst can choose the easier,
more readily available regression packages.

The advantage of preference regression is that it is easy to
implement. The disadvantages are that it assumes the importance weights
are the same for all individuals, and has no axiomatic specification of

functional form.
6.3.7 PREFMAP

The idea behind PREFMAP is that preferences are related to dis-

tances in perceptual space, i.e., the vector space formed by the reduced
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set of performance measures. Basically, it is assumed that some measure
of preference, sij’ by individual i for stimulus j, is linearly related

to the square of the distance between the coordinates of individual 1i's

perceptions of stimulus j and the coordinates of his "ideal point". I.e.,
S.. = a.d.? + b.
i3 iij i
where
a.2 -z (x - 1. )2

ij 1j2 12)

ij2 = individual i's perception of performance measure L for
stimulus j
Iiz = individual i's "ideal" perception of performance measure L

and where the dimensions are differentially weighted and rotated in
computing the distances. Quadratic and linear regressions are used to
determine the ideal points, the dimension weights and rotations, and the
constants a, and bi' (Non-metric versions use rank order preference and
monotonic regression.) Preference and perceptual data can be from either
real or proxy alternatives.

Diagnostically the weights can be interpreted as importance
weights for the dimensions and the directional cosines of the rotations
can be viewed as measures of interaction among the performance measures.
The average ideal point, or clusters of ideal points can serve as a use-
ful communication technique to the design team. The advantage of PREFMAP
is that these diagnostics can be determined without the additional data
necessary for direct compaction assessment. The disadvantages are in

the arbitrary assumptions of the functional form of the compaction
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function, and that it requires a large number of stimuli, and hence

alternatives for each individual.
6.3.8 Summary of Statistical Compaction Techniques

The seven techniques just described represent a cross section
of the available statistical compaction techniques. Their collective
advantage is that the data necessary for their calibration can be col-
lected in a single, possibly mailed, questionnaire. This in contrast
to the second, usually home interview, measurement necessary for direct
compaction. Some have the disadvantage of arbitrary functional forms,
others the assumption of the same parameters for everyone, and still
others the mixing of effects and, hence difficulties in interpretation
(see chapter 7). The user of the methodology is encouraged to choose
the technique most compatible with his particular problem and with the
computational facilities available to him. Table 6.1 summarizes the
features of the various models.

The next section presents examples of two compaction techniques

to be used, (1) a statistical technique and (2) direct assessiment.
6.4 Compaction Techniques as Applied to the Design of a new HMO

Section 6.2 described direct assessment which is based on axio-
matic specification of form, but requires extensive measurement. Section
6.3 described statistical compaction techniques which are less’appealing
theoretically but have less measurement requirements. This section
describes the application of both direct assessment and preference regres-

sion to the design of a new health care delivery system at M.I.T.
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surement
Maximum
Score real robust v
Perference preference
regression on evoked 4
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PREFMAP preference
v on evoked 4
set
Table 6.1: Comparison of Statistical Compaction Techniques
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6.4.1 Regression of Preferences vs. Performance Measures

duction was mailed to 1000 faculty, students, and staff at M.I.T.

As described in chapter 3, the initial survey to support re-

Of

these 447 returned complete surveys and of those 80 were members of an

M.I.T. pilot HMO begun a year earlier.

Factor analysis (described in

chapter 4) of the survey data yielded factor scores for each performance

measure, for each of four alternative health care systems, and for each

individual.

In addition the survey collected rank order preference for

the four plans for each individual.

statistical compaction by preference regression.

This is the data necessary for

Based on prior segmentation the respondents were grouped into

three segments - faculty, students, and staff and in each group the in-

dividual rank order preference!® measures were regressed against the

four performance measures.’

yielded over 800 observations in the regressions.

! Doing this across individuals and stimuli

Table 6.2 gives the

rank
order
fit
.447
.48
.54

fit

results.
Table 6.2: Compactions by Preference Regressions for M.I.T. HMO
Coefficients (t Statistics)
2 Personal- Con-

R Quality |} ness Value venience
Overall| .27] 6.17(9.16) | 3.86(6.4) | 5.69(12.2) | 3.34(6.00)
Faculty|] .38 6.04(5.61) ] 5.92(5.67) | 5.95(9.60) } 3.34(3.50)
Studentq .31 6.59(6.10) | 1.69(1.87) ] 7.82(8.26) | 4.38(4.38)
Staff .18 4.98(3.60) | 5.15(4.32) | 3.54(3.98) §2.08(2.06)

.42

first
prefer-
ence

.49
.48
.63
.45
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All regressions were significant at the 1% level and all regression
coefficients were significant at the 5% level.

Since the dependent variable 1is ranked order, but its predicted
value is continuous, the R2 fit statistic is not the most appropriate.
A more appropriate test is to rank order the predicted values and com-
pare these with the actual rank order. Table 6.2 reports the percent
of correct first preference predictions, and the percent of matches;
i.e., a match occurs when the plan predicted nth preferences was actu-
ally nth preference. Table 6.3 is the complete match comparison table
for the segment regressions. Tables like 6.3 can be viewed
as a Chi-squared contingency tables and tested against random placement
(See chapter 10). This test was significant at the 5% level in all

regressions.

Table 6.3: Rank Order Recovery Table for Preference Regression
for M.1.T. HMO Case

Predicted Rank Order

15t an 3rd 4th
Actual 15t 90 43 22 18
Rank ond 56 65 34 18
Order 5rd 17 44 76 36
4th 10 21 41 101
1St preference (fraction) total (fraction)

matches: 479 .52
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Notice that overall quality and value were highest but they do
not dominate personalness and convenience. Also notice that quality is
highest for faculty, but value is highest for students, and personalness
is highest for staff. This suggests that there is variation in preferences
across the target group and that management may want to consider offer-
ing a variety of plans rather than one. Such differentially targeted
services may be more successful by meeting each need separately rather
than designing an average service which does not exactly meet the needs
of anybody.

Finally, as an experiment, interaction terms such as might be
expected in a quasi-additive form were added as independent variables
and a step-wise regression performed. None entered at any reasonable
significance level. This was to be expected since both the statistical
compaction model and the factor analysis are linear, but vari-max rota-
tion is used in factor analysis to force the factors to be orthogonal
in perception. As will be seen later, the performance measures are not
orthogonal in preference and when risk averse conditional compaction

functions are used, the interaction terms do become significant.
6.4.2 Direct Population Assessment via Personal Interview

The major result of section 6.2 was that compaction functions
could be directly assessed. This technique has the potential to identi-
ty theoretically sound and mathematically consistent individual specific
compaction functions with easily interpretable parameters. Each para-
meter characterizes a different effect. Furthermore, since each is

determined by a separate measurement, its validity can be directly tested.
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(This neatly side-steps problems stemming from multi-collinearity.)
This section describes a study carried out on the M.I.T. population to
test the feasibility of direct assessment of a compaction function for
the performance measures for health care delivery systems. This study
is not meant to test the feasibility of compaction (utility) assessment
for this is a proven technique for prescriptive decision making. Instead
it is meant to test whether compaction functions for a significant por-
tion of a consumer population can be assessed within the economic and

time limitations of a consumer study.
6.4.2.1 Experimental Design

Sampling Process: Care was taken to get a truly random unbiased

sample of the M.I.T. students. The population was proportionally stra-
tified by sex (to insure enough females in the survey) and by undergradu-
ate vs. graduate and a sample of 100 was randomly drawn from the list

of registered students. The eight interviewers were given lists of the
names and instructed to call from the top down until they got 10 positive
responses — going to the next name only if a refusal occurred or the
person was definitely not available. (Later tests showed no significant

variation in refusal rate across interviewers.)

Survey Procedure: The procedure was to telephone the potential

respondent, explain the purpose of the study (consumer input to health
planning), and request cooperation. (See figure 3.1 for a sample tele-
phone call.) If a positive response was obtained and an interview

scheduled, the first portion of the questionnaire was mailed out. The
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respondent was to complete this 45 minute questionnaire before the home
interview. The home interview, which also takes 45 minutes, then re-
viewed the mail questionnaire and assessed the respondents compaction func-
tion. Finally a 10% validity check was performed to verify that the

interviews actually occurred.

Survey Instrument Design and Pretest: Since assessment questions

are far from the ordinary survey questions, extreme care was taken to
insure that the questions were easy to answer and actually asked what
they were supposed to ask. Small convenience samples were used to test
various ways of asking each question and in the later stages of design
a computer program [Sicherman (130)] was used to immediately give the
implications of the questions in terms of perferences so that the respon-
dent could state whether he agreed with these implications. This pro-
duced a draft copy. Next "expert' opinion was elicited from the eight
students who were to be interviewers, from two graduate students who
were familiar with utility assessment, and from an experienced surveyor.
This produced a revised copy. The revised copy was pretested on a con-
venience sample of 16 (2 by each interviewer) for understandability,
measurement validity and ease of implementation. The final product was
(1) a set of comprehensive instructions to interviewers, (2) a set of
response sheets, and (3) a set of props to aid in communication. (See

appendix 2.)
6.4.2.2 Measurement Instrument and the Necessary Mathematics

Warmup: Open ended "likes and dislikes' questions were used to

review the various health plans and to update our knowledge of consumer
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semantics. Then constant sum paired comparison questions were used to
get the consumer thinking about comparing plans. (These also provide

data for future tests not covered ir. this dissertation.)

Perception Linkage: Before compaction functions can be used in

prediction it is necessary to link the managerially relevant factor
scores to consumer perceptions of the semantic scales. Based on ratings
in the mailed survey (which was almost identical to the survey for the
factor analysis) factor scores were obtained for the performance measures.
These are linked to perception by having the respondent rate each plan
directly on the performance measures. (This task was not completed for
this dissertation.) Monotonic functions are then estimated to quantify

the linkage. (See figure 6.13.)

‘quality (factor score)

p quality (perception)

Figure 6.13: Direct Perceptions vs Factor Scores
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Risk Aversion Questions: Pretest and previous utility theory

indicated that a multiplicative form would not be a bad approximation.
Thus the first step in the analysis is to determine the conditional com-
paction functions for each performance measure. (Due to the difficulty
of these questions, they actually appeared later in the survey.) The
measurement was to ask a type II (lottery question) of the form

(xg',xi) ~ L[(xl*’xi)’(xlo’xi);pil] where the respondent supplies Pig
(See the mockup in figure 6.14) Constant risk aversion'? was assumed
because it is a very flexible one-parameter curve and (xlo,xd,xl*) were .
set at (2,4,6) to avoid edge effects; x; was set at (5,5,5) to avoid
over reaction to extreme values. It is theoretically possible to verify
constant risk aversion but this risks respondent wear out. Mathemati-
cally this question involved solving the following equation for indivi-

dual i's risk aversion coefficient, r.,.
I 2

o 1 0y 0
ujp(x5p") = pi%f;2531‘7 Q- Pin)f;xﬁxffr = Pig

thus by constant risk aversion:

Ty (Xip' - X))
uil(xll') = [1 - € ]/[1 - €

whick: when solved with (2,4,6) yields

P

T
1 =Py,

i2

Utility Independence Verification: One of the assumptions

necessary for the multiplicative form is X2 u.i. Xi for some 2. The
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Instruction to Consumer:

Imagine you can only choose between two health plans, plan 1
and plan 2. In both plans personalness, convenience, and value are
good (rated 5). You are familiar with plan 1 and know that quality
is satisfactory plus (rated 4). You are not sure nf the quality of
plan 2. If you choose plan 2, then the wheel is spun and the quality
you will experience for the entire year depends on the outcome of the
wheel. If it comes up yellow, the quality is very good (rated 6) and
if it comes up blue the quality is just adequate (rated 2). Graphically
this is stated:

Plan 2
Personalness |
5 (Good) | Quality
Convenience 6
A 5 (Good) | (Very Good)
Plan 1 YELLO Value |
Personalness | 5 (Good)
5 (Good) .
Convenience | Quality BLUE (Yellow Card)
Valie(GOOd) |(Satisfac-
5 (Good) | toTy Plus)
Plan 2
(Green Card) Personalness
5 (Good) .
Convenience Quality
RULES 2
. 5 (Good) (Just ade-
-wheel is spun after you Value uate)
make your decision 5 (Good) | q
-you must accept the
consequences and can- (Blue Card)
not switch

Instruction to Consumer:

At what setting of the odds (size of the yellow area) would you
be indifferent between plan 1 and plan 2? (Respondent is given wheel
and adjusts it until size of yellow area is appropriate. He is challenged
by being given the choice with his setting. If he prefers one plan or
the other, the interviewer iterates the question until a true indifference
setting is determined.)

Figure 6.14: Schematic of Risk Aversion Assessment Question
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survey tested it for each % by changing Xg from (5,5,5) to (3,3,3) and
asking another risk aversion question. If Pig does not change then this

is evidence that Xg u.i. XE'

Tradeoff Questions: The next step in the analysis is to deter-

mine the relative scaling constants for each performance measure. The
measurement was to ask type I (tradeoff) questions of the form

0

* —) ~

(xm X ’xmﬁ) X

figure 6.15.) To be consistant with the risk questions the extreme values

(xam,xg*,xﬁé)where individual i supplies x'im' (See

were (2,6) and X—g was (5,5). Mathematically this question resulted in
the following equation:
c.(x *,x 0 x—) = c. (x'. ,X,¥,X—)
it m 7L 2Tme it im?7e P m
Using the multiplicative form and cancelling terms yields:

)

k., = k. +u_ (x'.
im*" i

12 im m

Since uim(x'im) is known from the risk aversion questions this gives



-200-

Figure 6.15: Schematic of Trade-off Question

Instruction to Consumers:

Now consider the two plans below and choose the level of the
value factor in such a way that you are indifferent between the two
plans. (Consumer is challenged and the question iterated until a true
indifference is determined.)

Plan A Plan B
Quality = 5 (good) Quality = 5 (good)
Personalness = 5 (good) Personalness = 5 (good)
Convenience = 6 (very good) Convenience = 2 (very poor)

Value 2 (very poor) Value = — — — — — — —

JUST [90XY
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exactly the relative importance weights. Empirically all performance
measures were "traded off" against quality since pretest indicated qual-
ity was most likely to have the largest scaling constant and thus most

answers for x'im would be in the range (2,6).

Preferential Independence Verification: Another assumption

necessary for the multiplicative form is {Xm,X } p.i. Xﬁi-for all 2 and
for some m. (If Xm u.i. Xﬁ .) The survey tested it for each & by chang-
ing X from (5,5) to (3,3) and asking another tradeoff question. If

X' does not change then this is evidence that {Xm,X.} p.i. X .

Interdependency Question: This last question determines the

exact value of one of the scaling constants. The other scalings are then
known since the tradeoff questions determined their relatives values.
Normalization then gives the interdependency coefficient, Ki' The mea-
surement was to ask a type II (lottery) question in which all the perfor-
mance measures varied simultaneously. (The mockup is similiar to figure
6.14.) It was of the form (x,*,xg 0 % Lex*,x";p;) where individual i
supplied p;- Mathematically this question resulted in the following

equation:
0 1 O 0
clxy*xg) = p; Y+ (1 - plgeT = p;
Using the multiplicative form and cancelling terms yields:
ig - Pi

For simplicity quality was chosen as XQ , although any performance mea-

sure could have been used. Finally normalization gives c(x*) = 1.0 which
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yields the following equation which can be solved for Ki’
4

1+K)= 10 (1+k,,K.
1 0+1 i2 1)

(Keeney [71] shows that if I k.z > 1 thenK.e(1,0) and if L k., < 1 then
Iy 1 i s il

Kie(O,w) and that in either case there is only one real root in the rele-

vant range.

Finale: After the final question the respondent was thanked for his time
and patience. It would have been nice to actually offer a lottery with

some nominal monetary value as a reward, but we had no money available

for this purpose.

6.4.2.3 Empirical Results

Respondent reaction: Based on a goal of 80 interviews, the inter-

viewers arranged interviews with 76 students. Of these all completed
the interview and the general impression was that the respondents under-
stood and could answer the tradeoff and lottery questions. (The educa-
tional warmup questions, the props, and challenges of the indifference
settings were a major factor in communicating the true content of the
question.) Those who had the most trouble with the lottery questions
were those trained in probability who were influenced by the expected

value of the lottery and found it hard to express their true feelings.

Mumerical results: Table 6.4 presents the median, interquartile

range, mean, and standard deviation of the importance weights, the risk

coefficients, and the interaction coefficient, i.e.
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A = {kil’kiZ’kiS’ki4’ril’riZ’riS’ri4’Ki}' The median and inter-
quartile range are the better measures of central tendency and dispersion
because (1) the distributions of the kil's are skewed and bounded
(2) the risk coefficients are non-linear transformations of the indif-
ference probabilities set by the respondent, thus the median risk coeffi-
cient corresponds to the median probability but the same is not true with
respect to the mean, and (3) a few jndividuals had positive interaction

coefficients which where large enough to significantly effect the mean.

Interpretation: For the importance weights, the rank order of

the mean and the median are the same with quality being the most impor-
tant attribute but with the other three all significantly important.
Managerially this means that the HMO should seriously consider quality
but take care not to jeopardize the other three performance measures.
The interaction coefficient is negaiive and close to -1 indicating that
the performance measures act as substitutes for each other. An interest-
ing unexpected empirical result is the strong rank order correlation be-
tween the risk coefficients and the importance weights, i.e., {qQ,v,P,C}
median risk vs. {Q,V,C,P} median importance. Intuitively this suggests
that the more important a performance measure is, the less likely an
individual is to take a risk with that measure. Finally notice that for

every performance measure, the majority of people are risk averse.

Assumption verification: Both tradeoff and lottery questions

were asked to check for preferential and utility independence. In each
case the respondent was asked if his answers would change if the fixed

and common values (xiﬁ for tradeoffs, Xg for lotteries) changed. If
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65.4:

Importances .(k. )

Summary Statistics for Direct Assessment of Compaction Functions for M.I.T. HMO

im Risk Aversion Coefficients ANMBV Interaction
Coeff. (K;)
personal- personal-
quality ness value convenience quality ness value convenience

Median . 800 .525 .706 .682 .693 .332 424 .310 -.992
Inter—-quart- .650 - .360 - 492 - .525 - 424 - .000 - .203 - .000 - -.998 -
ile interval .900 . 726 . 800 . 800 1.10 .693 .549 .693 -.939
Inter—-quar-
tile range .250 .367 .308 .275 .675 .693 - 347 .693 .059
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he changed his answers he was asked why. Table 6.5 summarizes the num-

ber of times the assumptions were verified, (XZ u.i. X for lotteries,

L

and {Xl,Xm} p-1i. xiﬁ for tradeoffs). '"Close" is defined as a change

of no more than .05 in the probability setting (utility independence)

or a change of no more than 1 unit in the tradeoff setting (preferential

independence).
Table 6.5: Assumption Testing
X, u.i. Xz {Xl’xm} p-i. X
2 Q v C P Q \ C P
exact (%) 51 55 39 53 | — 64 57 58
close (%) 66 70 71 68 | — 89 84 88

Xm = Quality

These results intuitively imply that the multiplicative form is not a

bad approximation, but no formal mechanism for testing this is available
in the utility literature. Note that Ki & -1 does imply that the addi-
tive form is a poor approximation. Qualitatively, when Xy was changed
from {5,5,5} to {3,3,3} the indifference setting probability was slightly
increased based on "if I only have one good value for a performance mea-
sure, I am less willing to take a risk.'" This is a reasonable reaction
which existing utility forms have no easy way to handle. Some related
work has been done by Kirkwood J[79] on parametric forms, but this remains

an open and provocative research question.

]
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Indifference curves: For consumer modeling the preference para-

meters are left idiosyncratic, but a useful pictoral representation is

to plot!?® indifference curves based on the mean or median values. Figure
6.16 represents tradeoffs between quality and convenience at various price
levels. Because of preferential independence the same curves apply for
all levels of personalness. These curves graphically provide management
with a view of how much quality and convenience are necessary to support

a given price level.

Rank order recovery: Although the compaction values are inputs

to the probability of choice models, one early test is to compute the
rank order recovery. Table 6.6 is a complete rank order recovery table.
Notice that the rank order fit of .474 and first preference fit of .495
are roughly the same as the fits obtained with the statistical procedure.
This is encouraging for a first attempt since the parameters of the
statisticaly compaction were chosen to maximize rank order fit whereas
the parameters of direct assessment were chosen independently of rank
order preference. Because of the differences between the statistical
and direct compaction techniques especially in their relation to the rest
of the methodology and because of the non-linear relationship between

the factor scores, the directly measured performances, and the risk averse
scaling function, stronger, more explicit comparison tests need to be
devised before importances can be compared. This is the subject of fu-

ture research.
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Figure 6.16: Indifference Curves for Health Care
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Table 6.6: Rank Order Recovery Table for Direct Assessment of

Compaction Functions

Predicted Rank Order

1st an 3rd 4th
Actual 1% 33.67 14.50 14 5.83
Rank 2" 20.17 26.50 12 9.33
Order 3Td 7.33 16.17 30.17 14.33
4th 6.83 10.83 11.83 38.50
1St preference (fraction Total (fraction)
matches: .495 .474

(This table includes ties.)

6.5 Summary of Compaction

An important step in the consumer response methodology is to
identify how the reduced performance measures combine to produce a scalar
measure of goodness. Furthermore it is important to do this in such a
way that valuable diagnostics are provided to aid in the design of in-
novation.

Section 6.1 formalized the concept of compaction and identified
the desirable properties of completeness, symmetry, preference, encompass-
ment, and canonicity. It then showed that certain transformations and

in particular positive linear transformations retained these properties.



-209-

Section 6.2 began by examining prescriptive utility and found
it lacking because consumers did not always choose the alternative with
the highest expected utility. Under a different perspective it then re-
defined preference and added two choice axioms to the von Neumann-Morgenstern
utility axioms. This identified an isomorphism between descriptive com-
paction functions and prescriptive utiiity functions which allowed utility
theoretic results such as existance, uniqueness, and axiomatic functional
forms to be used for compaction. The major output of this section was
a feasible, theoretically sound, practical technique to directly assess
and verify compaction functions. Furthermore each parameter of the com-
paction function is separately measured and provides easily interpretable
diagnostics about the consumer choice process.

Direct assessment requires a special measurement, i.e., a special
survey. Some applications will not have the time and money for such an
effort. Section 6.3 surveys the literature and suggests the alternative
statistical compaction techniques of expectancy value models, discri-
minant analysis, random utility models, e.g., logit, conjoint analysis,
maximum score,preference regression,and PREFMAP.

Finally section 6.4 relates empirical experience with both sta-
tistical compaction and direct assessment with respect to performance
measures describing health care delivery systems. The statistical techni-
que was easy to implement with standard statistical packages and provided
indications before completion of direct assessment. Direct assessment
was found to be feasible and found to provide interpretable results which

led to important insights on consumer behavior.
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The next chapter examines how to transform the scalar measures

of goodness into choice probabilities.
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Chapter 7
PROBABILITY OF CHOICE

This last step in the individual choice section of the methodol-
ogy provides numerical estimates of how many consumers will choose theéir
new product or service and how many of the potential consumers will
select each of the various competing alternatives (see Figure 7.1).
Mathematically this is done by transforming the vector of scalar
measures of goodness obtained in compaction into numerical estimates
of individual choice probabilities.

In most cases outputs are one time Bernoulli probabilities,
ps(aj|cil, Cips ++- ciJ)’ which estimate each individual's selection
probabilities for each alternative, aj, conditional on the scalar
measures of goodness for each and every alternative, i.e., g =
(Cil’CiZ’ ""CiJ)' In cases where repetitive choice decisions are
made by a consumer, separate trial and repeat choice parameters would
be estimated based on the goodness measure before and after use of the
new product or service. Finally, in some applications the probabilities
can be Poisson rates or parameters of more complex models. If v is
the choice rate for an alternative, then the probability that the indiv-
idual will choose that alternative in small time period At is 7vAt.

Empirically, consumers do not always choose the alternative with
the largest compaction value (see section 6.4). Reasons for this are

effects such as measurement errors, specification errors, and non-

-y
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stationarity in consumer response. This chapter discusses these

issues in probability prediction and presents techniques which estimate
choice probabilities based on both the rank order and the magnitude

of the goodness measures. Mostly conditioned Bernoulli models of
behavior will be dis~ ~- Jd. By externally modeling dynamic effects,
e.g., by estimating both trial and repeat probabilities and using a
macro-flow model such as Urban's SPRINTER[147], many realistic situa-
tions can be modeled with sets of conditional Bernoulli probabilities
(see Chapter 8). Extensions to Poisson or to more complex models are
not discussed in this dissertation.

This chapter begins with a formal development which identifies
the basic issues in probability prediction. Next various utility
maximizing models which explicitly incorporate the "errors'' are pre-
sented. These include general, but not practical, integral equations,
random utility models, and aggregate utility models. Thase techniques
are not necessarily compatible with direct assessment of compaction
functions. A new Bayesian technique is then presented which is compa-
tible and which implicitly incorporates ''errors' via the compaction
axioms. An empirical example is given based on data collected prior
to national introduction of a now well-known aerosol deodorant. Final-
ly other probability models and the issues of simultaneous choice and

stability over time are discussed.
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7.1 Fsrmal Development

We begin by identifying and naming some issues of probability
models and by relating them to the formal developments in reduction,

abstraction, and compaction.

7.1.1 Important Issues for Probability Models

Symmetry: Definition 6.3 introduced this concept in connection with
compaction. It is restated here for emphasis. Basically a probability
model, conditioned on the goodness measures, Cij’ is symmetric if
switching two goodness measures while holding all others constant
switches the choice probabilities. This means essentially that the
goodness measures tell the whole story and that once a goodness measure
is known for an alternative the identity of Fhat alternative gives no
additional information. As was shown in Theorem 6.5, if the set of
performance measures is complete (definition 4.3) and if the compaction

axioms hold, then the probability model will be symmetric.

Encompassment: Formally introduced in definition 6.5, encompassment

means that the probability model, pi(aj Cil’ciZ""’ciJ)’is the same
for all individuals, i, in a segment, s. Note that this allows the
compaction function and/or the goodness measures to be different for
each individual, i, but it requires that any two individuals with the
same vector of goodness measures have the same set of choice probabili-
ties. This property is crucial in forcing enough degrees of freedom

in any practical calibration technique that makes interpersonal compar-



-215-
isons of choice. It is difficult to relax even if extensive panel

data! is gathered for each individual.

Equal probabilities for perfect substitutes: If two alternatives have

the same compaction value and if the set of performance measures are
complete, then one would expect that in terms of that individual's
preferences, the two alternatives are indistinguishable and should have
the same choice probabilities. But this ‘is just the definition of
compaction (definition 6.1) and hence any ''correct' probability model

must have this property. Note further that this property is implied

by symmetry.

Interpolative: Almost by definition, innovation is beyond the range

of existing experience, thus we can often expect that the performance
measures relative to the new alternatives will have values outside the
range of values for existing alternatives. For example, suppose a new
mode of transportation is introduced which is faster than any existing
mode, but more expensive. If our mddel is calibrated on only existing
modes we might question the accuracy of extrapolating it to the new
mode. We would rather calibrate it (somehow) on a range for the per-
formance measures which includes the values for the new mode and then

interpolate. Formally:

Let R1

the range of calibration, i.e., the range of the performance
measures over which the model is calibrated. R1 S X where
X is the total possible range.

R2 = the range of prediction, i.e., the range of the performance
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measures which includes the values for the new alternatives,
RZEX.

Definition 7.1: A probability model with calibration and predictive

ranges R1 and R2 is said to be interpolative if R2§§ Rl' Otherwise

it is said to be extrapolative.

Comment 7.1: Most models based on revealed preference are extrapolative.

Comment 7.2: The direct assessment technique based on section 6.2
determines a compaction function calibrated on the entire range X.
Thus if a probability model is based on the compaction values and is
calibrated on their entire range it is implicitly calibrated on X and

hence is interpolative.

Transferability: Suppose we are calibrating a model to be used by

small commmnities for designing health maintenance organizations. We
would want to calibrate it once in a representative community and then
use it nationwide. We might expect trouble because preferences could be
expected to shift from commmity to community. Perhaps we can capture
preferences in the preference parameters of the compaction function and
then approximate behavior by using a previously calibrated probability
model to transform the goodness measures, C., into probabilities. In
other words suppose that ps(gj) is the probability distribution of the
performance measures? for alternative aj in segment s of community Tl'
Similarly define ps(§1?§2’ cees EJ)' Furthermore let ps(é) be the

distribution of preference parameters in Tl' Taken together these
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result in a derived distribution for the goodness measures, ps(cl,cz,
...,cJ). We would like to then use a probability model calibrated in
representative community, community TZ’ to obtain ps(pl,pz,...pJ), i.e.,
the choice probabilities. To facilitate later discussion we will call
a probability model for which this is valid transferable from T2 to

Tl‘ Formally:

Definition 7.2: A prcbability model, p(aj Cil’CiZ""’CiJ) is transfer-
able from community T, to commumity T if whenever Cs(zij’ii) =
Ct(zhj’éh) for all j = 1,2,...,J then the choice probabilities for

i and for h are the same. Where i is an individual in T1 and h is

an individual in T2 and where s and t are equivalent segments.

Comment 7.3: The specification of the concept ''equivalent segments' is
purposely left vague. The idea here is to relate the segment defini-
tions to observable measures such as demographics or other individual
descriptors. See Chapter 5, abstraction.

In applying this definition one must be careful that the alterna-
tive sets may differ from community to commmnity. This presents no
problem if the probability model is symmetric because then only the
goodness measures and not the identity of the alternatives are used
in the probability model. Another problem that may arise is that the
number of alternatives in T1 is different than the number in TZ‘ This
can be avoided if the compaction function is preferential (definition

6.4) by using artificial alternatives with compaction values equal to

minus infinity (-«). Note that the axiomization of section 6.2 implies
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both symmetry and preference.

Extendability: If an entirely new alternative, say a new health main-

tenance organization (HMO), is offered, then everyone who becomes

aware of this HMO will have his choice set augmented by the new ser-
vice. Imagine that the probability model was calibrated on the J
existing services. To be useful for the new HMO it must be valid when
J*1 services are offered. This property of being valid for an entirely

new alternative is called extendability. Formally:

Definition 7.3: Suppose a probability model, p(ajlcil,...ciJ) is valid

for J alternatives. It is Kth order extendable if it is possible to

construct without recalibration a valid probability model for J+K al-
ternatives. If this is true for all K=1,2,..., the model is said to

be extendable.

Independence Among Individuals: How often have you heard: ''Everyone

knows that word of mouth is the best form of advertising."? Such
comments seem to imply that any probability model, p(ajlgi),should be
conditioned on other individuals. But the strongest effects of peer
group influence is to create awareness, update perceptions of the per-
formance measures, Eij’ or alter preference parameters,_&i. External
macro-flow models such as Urban's SPRINTER [147] can model the propaga-
tion of peer group effects on Eij’ Ai’ and awareness if the behavioral
propagation phenomena are known. Since these parameters are then

enomgh to compute the compaction values, (P the methodology can predict
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choice. In transportation there are congestion effects, such as lowered

speed at rush hour, which alter the values of the performance measures

and hence effect choice. These too must be externally modeled.

7.1.2 Dependence on the Choice Set

One would expect that the choice probability for a given alterna-
tive would depend on the choice set, i.e., on which competing alterna-
tives are known and available to the consumer. This section indicates
some of the practical problems of calibration and prediction and dis-
cusses some of the theoretical issues of choice set dependence. Cer-
tain independence properties will be identified which are necessary

for any probability model consistent with the compaction axioms.

Evoked Set: Any rational consumer will not consider choosing an alter-
native if he does not know enough about it to make a choice. When
measuring consumers' perceptions of alternatives, when calibrating a
probability model, and when predicting choice, one must be careful to
ensure that alternatives are considered only if the consumer can real-
istically make judgements about them. These relevant alternatives are
called the evoked set. For example in a study (Urban [146]) of seven
consumer products, the evoked set was small compared to the number of
brands available (See T'able 7.1). In calibration and prediction this
concept is incorporated by conditioning choice probabilities on the
evoked set and by estimating awareness of the new alternative by another

model. Chapter 8 (aggregation) discusses prediction when there are
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Table 7.1 Evoked Set Size and Composition*

Number of Brands
B Necessary to
Median Evoked Total Number Account for 80%

Product Set Size of Brands Evoked of Market
Canadian Beer 7 15 7
Aerosol Deodorant 3 20

Skin Care Product 5 30 12
Over the Counter Medi-

cinal Product 3 20 5
Pain Relief Product 3 18 6
Antacid 3 35 6
Shampoo 4 30 20

changes in the evoked set.

Independence of Irrelevant Alternatives: When deterministically com-

paring two alternatives, one would expect that the preference ordering
among these alternatives would not change if a third alternative is
added to the choice set. This concept, introduced by Arrow [ 5] is
known as independence of irrelevant alternatives.

In stochastic choice it is not always true, especially if the
choice decision is hierarchical. See for example the health example
in section 6.2.3, when the choice was first between group practice
and private practice and then the choice of plan or doctor. But, if
we are careful to explicitly model the hierarchical nature of certain
choice decisions we can invoke independence o6f irrelevant alternatives

in terms of stochastic choice within each level of the hierarchical
—
Reproduced from Urban [146].
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choice process. In fact this property is implied by axiom 6.4, which

stated that when an alternative is deleted from the choice set the
stochastic preference ordering did not change for the remaining alter-
natives.

For example suppose you are purchasing a bicycle. Suppose fur-
ther that you are in some mythical society (not Boston) where bicycle
theft is not a problem. In this case it is reasonable tc assume that
the class of ten-speed bicycles is stochastically preferred to the class
of three-speed bicycles, e.g., Prob (10-speed) = .6, Prob (3-speed) = .4.
But suppose you walk into a store with the intent to purchase a bicycle
and the store has three identical 10-sneeds but only one three-speed.
Under reasonable assumptions Prob (purchase the 3-speed) = .4 but
Prob (purchase a particular 10-speed) = .2. In this case if the nature
of the choice process is not explicitly modeled, axiom 6.4 will be
violated because a reversal of stochastic preference will occur.

Thus to be consistent with the compaction axioms any probability
model using directly assessed compaction functions must have the prop-
erty of independence from irrelevant alternatives in the stochastic
sense.

A stronger form of this property, sometimes also referred to as
independence of irrelevant alternatives is Luce's choice axiom [92].

This states essentially that:

chl from {al’aZ}) - p(al from A) for any A such
p(a, from {al,az}) p(a, from A) that-al,a2 e A.
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This axiom implies [Theorem 3, page 23 of Luce (92)] that there exists

a real-valued function v(aj) defined on A such that

p(al'from A) = A= {al,az,...,aJ }

This is clearly much stronger than axiom 6.4 and will not be required
for any probability model consistent with the compaction axioms, al-

though some models in section 7.2 will exhibit this property.

Simple Scalability: A generalization of Luce's choice axiom, first

investigated by Krantz [83], is simple scalability. Simple scalabil-
ity states that there exists a real-valued function u(aj) defined on
A and a sequence of real-valued functions FJ: a — R for all

J=2,3,... where o C A and o contains J alternatives such that
from =
P(al a) Fy[ u(a,) ,u(az),...u(aJ)]

where FJ is strictly increasing in u(al) and strictly decreasing in
u(aj) for j > 1. (Non-decreasing and non-increasing if p(a; from a)
= 0or 1.)

Theorem 6.6 implies that C(Eij’hi) is a real-valued preferential

compaction function. But, the compaction definition implies that the

choice probabilities are completely determined by the compaction vector

which implies that the compaction function is a scale function. Further-

more the property of preference implies that p(aﬂ Cil’CiZ""’CiJ) is

gt B
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non-decreasing in c(gil,hi) and non-increasing in C(Eij’éi) for j > 1.

Thus any probability model consistent with the compaction axioms

must satisfy this weaker form of simple scalability.

Independence from Zero Probability Alternatives: A concept related to

independence of irrelevant alternatives (IIA) is that choice probabil-
ities should be unaffected by alternatives which will never be chosen.

In other words suppose Prob(aj from A) = 0.0, then one would expect

that Prob(ak from Araj) = Prob(ak from A) for all € A, ay # aj.
This is different from (Arrow's) IIA because IIA deals only with
stochastic preference ordering while independence from zero probability
alternatives deals with the values of the choice probabilities. Inter-
preting this in temms of compaction functions (see Theorem 6.6), if
c(aj) = - then Prob(ak from A—aj) = Prob(ak from A) for all

e A, # a.. (Note it is possible that c(a.) > - and
A 7 2 j
Prob(aj from A) = 0.) Thus, Theorem 6.6 requires that any probability
model consistent with the compaction axioms must exhibit independence

from zero probability alternatives in terms of compaction functions.

Independence from Identical Substitutes: In the bicycle example, we

did not expect the probability of choosing the 3-speed to depend on the
number of 10-speeds available. Generalized this property is indepen- e
dence form identical substitutes, i.e., if X5 % X341 # X
p(allcil,...ciJ) = p(al|cil""’ciJ’ciJ+1) for an extendable prob-

1 then

ability model. Clearly we would not expect this property to hold if

X:v = X. 4 . _
=iJ =il1. But what if Xs 5 # X: 741 but C(EiJ) = c(x.

_1J+1), does
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this property still hold? What if C(EiJ) = C(EiJ+1)? In general
it may not, but if it does the property will be called independence
from perfect substitutes. Some of the probability models discussed

later exhibit this property, others do not. At this point it remains

an unaswered question whether probability models should exhibit this

property.

Summary of independence properties: This section has raised a number

of independence issues. Some of these will be used to evaluate prob-
ability models introduced later in this chapter, because any probabil-
ity modcl consistent with the compaction axioms must exhibit the prop-
erties of (1) independence of irrelevant alternatives (in terms of
stochastic preference ordering), (2) weak simple scalability, and (3)
independence from zero probability alternatives. Finally the evoked

set must be explicitly considered in both calibration and prediction.

7.1.3 Perceptions are Usage Dependent

How many times did you try a new product that did not live up
to your expectations? Did you ever try it again? Perhaps your percep-
tion of the product and the values of its performance measures were

changed after using it.

Trial vs. Repeat: In general, each time a consumer uses a product his

perceptions are updated. A simple approximation to this phenomena
would be to assume that only the first usage, i.e. trial, changes per-

ceptions. This would result in a trial-repeat model similar to that of
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Figure 7.2. Such a model is capable of indicating the time dependent

diffusion of acceptance of a new alternative. This will be discussed
in detail in Chapter 8, aggregation. (Of course more complex models
can also be used.)

None-the-less this indicates the importance of measuring percep-
tions of the performance measures before and after first usage or higher
order usage if more complex models are used. Furthermore, one must
be careful in interpreting the scalar measures of goodness and the re-
sulting choice probabilities when they are obtained from concept state-

ments or by other techniques used to force evoking of a new alternative.

7.1.4 Revealed Preference vs. Proxy Choice

Direct assessment of compaction functions requires consumers to
specify stochastic preference relative to proxy choices, i.e., alter-
natives represented by lists of attributes. This is in contrast to the
econometric methods which work on revealed preference, i.e., by statis-
tically determining parameters of models based upon observing choices
among actual alternatives. Each method has its problems, and hence

different choice sets require different techniques.

Arguments pro revealed choice: There are three major arguments for

revealed choice: (1) consumers do not always choose what they say
they will, (2) the concept statement or list of performance measures
may not be accurate in specifying an alternative, and (3) any list of

attributes may be incomplete and hence statistical estimation will
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capture and correct for this incompleteness by having alternative
specific parameters.

Much of argument (1) stems from consumers changing perceptions
when faced with a real alternative. This is a real issue which must
be faced if proxy choice is used. Argument (2) is similar. Concept
statements give trial probabilities. Usage changes perceptions.

Argument (3) is very important if the attributes and/or per-
formance measures are restricted to '"engineering' measures such as
travel time or wait time. One of the goals of reduction (Chapter 4)
is to get a complete set of performance measures. If reduction is
successful, then alternative specific parameters should not be

necessary.

Arguments pro proxy preference: There are four arguments pro proxy

preference: (1) Most statistical techniques using revealed prefer-
ence require compaction functions to be linear in their parameters.
This may not adequately model choice. (2) Statistical techniques
based on revealed preference require the parameters to be the same

for all individuals in a segment. This may not adequately model
choice. (3) There is often multicollinearity among performance
measures. This may make interpretation of statistically determined
preference parameters difficult. And (4) misspecification noise, i.e.,
neglected performance measures, can bias statistically determined
preference parameters. .

The first argument (due to Zelany [156]) is apparent from Figure
7.3.
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(a) X,

a
evoked
set
A
\ indifference curve
\<' —» X1
hyperplane A

evoked
set
B

< ® A1
k hyperplane B

hyperplane A

Figure 7.3: Hyperplane Counterexample
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Suppose there are only two performance measures, X, and X

1 2°
and suppose the indifference curve for these measures is as shown in
Figure 7.3. If the evoked set A is convex, then a linear approximation,
hyperplane A, will reveal the same preference as the non-linear compac-
tion function. Suppose now the evokéd set changes to evoked set B.
Again under convexity a new approximating hyperplane can be found, but
note that (1) it is quite different from hyperplane A and (2) that had
hyperplane A been used it would have predicted point c as preferred,
not point b. This indicates the importance of spe fying and testing
the function form of the compaction function. With a correct compaction
form, statistical techniques are not as sensitive to this problem, but
complex forms such as risk averse and quasi-additive make statisti-
cal techniques infeasible. Proxy choice enables direct assessment of
these more complex forms.

Argument (2) is stronger. In fact it is possible to show (see
Table 7.2) that for two individuals an average compaction function
can invert everyone's preferences. In other words suppose Cs(zijtbi) =
A1 xijl * Ao xij2 A xijl xij2 is' individual i's compaction

function. Then an average compaction function is Es(xij,gg =

e}

1
X = = . b .2
Alxijl + A2x1j2.+ Ax1J1x1J2 where Al = etc., Table 7

LA

i=1
presents an example where each individual prefers a; to a, (a1 > 32),
but the average compaction function implies each prefers a, to a;
(a2 > al). Note that the numbers are not pathological, in fact the

only main difference is that for one individual the performance measures
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are complements (‘\i > 0) and for the other they are substitutes
( Ai < 0). One way to avoid this is to first abstact segments based
on homogeneity of preference, but this can not be done directly if only
revealed preference is used. Proxy choice can create enough choices
so that individual specific compaction functions can be estimated. A
possible solution is to abstract homogeneoms segments based on prefer-
ence parameters determined through proxy choice and then use revealed

preference statistical techniques within segments.

Table 7.2. Average Utility Counter Example
Individual 1

1 1 1
CsXy509) = F X1 Y 352 T 7 51 M2

Individual 2

- 1 21

Ss&Eiha) T 35 T X52 T 3 %51 Ny,
Average

. 1 2 1

CsXi50) = 7 X550 Y 3 X452 Y 17 K451 Kij2

X351 Xijo  Cs(yyhy) el

Individual 1

a 1/2 1/2 9/24 67/144

a, 0 1 8/24 96/144
Individual 2

a 0 3/4 27/36 72/144

a, 1/4 2/3 25/36 75/144
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Argument (3) is multi-collinearity. For example suppose the
alternatives are transportation modes. In any statistical sample
we would expect that cost and travel time would be related, thus a
statistical technique would suffer from multi-collinearity. Proxy
choice allows measurement based on alternatives where all but two of
the performance measures are held fixed. If the individual views
these two performance measures as preferentially independent of the
other measures, then the relative preference parameters can be deter-
mined directly. See for example the tradeoff questions (Figure 6.15)
used in direct assessment.

The last argument for proxy choice is similar. Each effect can
be separately determined. For example with direct assessment tradeoff
questions give importances one at a time, lottery questions separately
investigate reliability of each performance measure, and corner point
questions directly uncover interdependency. In other words, by using
proxy choices the rest of the world is held constant and only those
effects which are modeled are measured. Noise from misspecification
does not enter the preference parameters. It is instead picked up
in the probability model.

In summary, there are both advantages and disadvantages to the
use of revealed preference and proxy choice. The analyst must select
the technique and type of choice which is best for the situation being
modeled.

The next section (section 7.2) discusses statistical models

which can be used with revealed preference or proxy choice. Section 7.3
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presents a technique which uses proxy choice for compaction and then

uses revealed preference to '"tune' the predictions.

7.2 Utility Maximizing Models

Because of measurement error, specification error, and day-to-
day fluctuations in preference consumers will not always choose the
alternative with the largest scalar measure of goodness. One approach,
due to McFadden [93], is to assume that true utility has a measurable
component, the compaction function, and an unobservable component,

the error term. A consumer then aiways maximizes true utility.

I.e. ul] = us(§lj ’}Ll) = CS(EIJ :Z\_l) + ES (zlj ’Ll)

and

p(aj|ci1,ciz,...) = Prob[uij = mﬁx uik]

Note that Cs(zij’ﬁi) is not necessarily a compaction function
relative to this model since two individuals with the same compaction
vector, c;» may have different choice probabilities becéuse:zs(§ij,5i)
is a function of zij and INE

There are at least two ways to incorporate utility maximization

into a probability model; (1) explicitly model the various sources of

o =

error and (2) make assumptions about the error term.

7.2.1 Explicit Modeling of Error Sources?® -

Measurement error enters through noise in the estimates of

the perceptions, Eij’ and the preferences, Ay Suppose that the true
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perceptions are distributed according to pi(fij) and true preference
parameters according to pi(ﬁi). Unbiased (zero mean) specification
error can be modeled without loss of generality by an additive error
term as long as the distribution of that error term is conditioned on

and Ai' In other words, pi(e:.l ). Non-stationarity in pre-

X: XAl
—1) jl=3’—

ferences can be incorporated in pi(éi) by allowing the parameters of
the distribution to be time varying. Putting these explicit errors
together, it is possible to write down the integral equations necessary
for a utility maximizing model.

First suppose X, = {§i1’§i2"" } and A; are known of certain.

Then the only error is pi(eijlfij’éi)' Thus Prob[u,; = m?x uij] =

Prob[cil + €., >C.. + Ei"vj] = Prob[e:il >c.. - C;

i1 2 S5 3 ij i1t Eij’ for all j].

If €512€520

culated by the appropriate integration in €; space. If €;12€59- -~ are

are not independent then this probability must be cal-

independent then:

Prob[eil > C..

ij ci1 ¥ eij for all j} =

[.. ] [ J[_ pi(Eillzil’Ai)dei;] P; (8591%59,23)P; (65 51X52545) -
€2  €ig LE17Y(EY

Plejslxipody) - dejpdeys... deyy

where Y(Ei) = majlx[cij -Cip * eij].
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Now to calculate Pi1 it is sufficient to integrate out

I.e.,

.

Py = 5{ { Prob[eil > cij -cp t Eij for all j| éi,li]
=1

* Py ()P (45)dx;dh .

- e W o= A ——— —I

- =:_..I,.,.,
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Of course for any reasonable compaction function, e.g., multi-
plicative with concave conditional compaction functions, it is much
easier to write down the integral equations than to perform the integra-
tions. In fact to the author's knowledge it is an unsolved problem to
find any naturally conjugate distribution to anything more complex
than a compaction function which is linear in its parameters. The
next subsection presents a model which makes simplifying assumptions

in order to use the above integral equations.

7.2.2 Random Utility Models

A random utility model as defined by McFadden [94] is a special

case of the integral equations of the last section. In McFadden's

)s

random utility model the observable portion of the utility, Cs(zij’ﬁi

is linear in its parameters, i.e., Cs(zij’ai) = i Xik Zk(zij’éi)

where the Zk(Eij’si) are known functions of the performance measures,
Eﬁj’ and ''socio-economic" variables, Si» such as income. Such a rep-
presentation allows for statistical estimation of the Aik's, but as

with the value functions of section 6.2.7.2, there is no normative

).

theory to specify the form of Zk(_)_cij,s1

Random utility models assume no measurement error for Eij’ assume
that ji is drawn froi some probability distribution rather than individu-
ally measured, and make assumptions about the distribution of the error

terms. The fumctional form of the probability model is then derived
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using the integral equations of section 7.2.1. Two special cases,

both due to McFadden, are presented here.

7.2.2.1 Extended Probit Model

Assume that Mk for all k and.g(gij,§i) = €35 for all i,j are
. . _ _ N2y 2
independent normal with E[)\ik] = Ao E[eij] = O’E[Q‘ki Ak) ] = o and
2, _ 2 . . .
E[Eij ] = ab . Then [u(gil,Li), u(ziZ’Ai)""] is multivariate
normal with mean | ‘i A Zk@il’ii)’ i Ak Zk(§i2,_s_i), ...] and
covariance matrix Vi = 0021 + ZiTDZi, where I = identity, D = diagonal

2 2 ,, = ;
(al 59" ...), and Zi = the K x J matrix of Zk(iij,si). Under these

conditions the integral equations reduce to an iterated integral of
standard normmal densities. In the two-choice case, the choice prob-
abilities can be expressed as an extension of the closed form Probit

formula, i.e.,
By = b [A zit/\}tlvit ]

where AT = [>\1,>\2,...], t = [1,-1], & (¢) is the cumulative normal

distribution, and the superscript T indicates transpose.

7.2.2.2 Multinomial Logit Model

Assume that there is no measurement error in X35 and A., and

)} = €.. are independent Weibull distributed,

assume that Es(zc-ij Y ij

1
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..eo -EO
i.e., pe(f%) =e exp(-e ). Then it can be shown that the choice

probabilities are expressed as the closed form multinomial logit

model:
e 1
p..=
N X eci“
')
where Cij = Csczij’li)’

7.2.2.3 Discussion and Properties

Probit: The extended probit model recognizes ihat preference parameters
vary across the population, but it does not assess them idiosyncratical-

ly. Unfortunately without individual specific assessment of the Aik's,
there is no easy way to estimate E[(Aik-xk)z]. This model does

point out how "simple'' assumptions about the errors can cascade into

a very complex and analytically untractable model. It emphasizes the

importance of finding analytically tractable assumptions to couple

with the integral equations of section 7.2.1.

Logit: This popular probability of choice model has been used in
countless applications in transportation, bioassay and marketing.
In normal use the compaction function is assumed linear in its parameters

(McFadden [94]), i.e., Csczij A.) = A k(x ,$;), and the parameters

s Al
S
are statistically estimated via maximum-likelihood techniques. This

formulation requires a homogeneity assumption on the Ak's, and lacks a
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normative theory to specify the form of the Zk(gij,gi) 's.

The logit model is not particularly suited for direct assessment
because with the multinomial logit model once the cij's are known the
pij's are completely specified leaving no degrees of freedom with
which to calibrate the probability model. A more reasonable model
would use proxy choice to assess Csczij’ﬁi)’ but would leave ''tuning"

parameters which would make use of observations on choice. Such a

model is discussed in section 7.3.

Properties of the logit model: In the language of section 7.1, the

logit model is symmetric, assumes independence among individuals,

and is assumed to encompass the individuals in the segment. If
CSCEij’Ai) is directly assessed, the logit model is interpolative,

if it is calibrated from a linear-in-the-parameters form based on
revealed preference, it is extrapolative. Similarly direct assessment
implies extendability by adding another term to the summation in the
denominator, but statistical, linear-in-the-parameters cannot guarantee
extendability even if Zk(zij’éi) are not alternative specific.
(Zk(Eij,gi) is alternative specific if its functional form depends on
the alternative under consideration.) See Figure 7.4 for hyperplane

counterexample.

Dependence on choice set: Implicit in the functional form of the logit

model is the strong assumption of independence of irrelevant alterna-

tives in the sense of Luce [92]. I.e.,
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C. C. C.

e /e 1l 12y Plag)cyy,645)
C. C. C.

e 12/(e 11+e i2

y  P(ay]c41,¢45) -

As discussed earlier, this implies that hierarchical choices

must be explicitly modeled. -

7.2.3 Aggregate Utility Maximizing Models

The integral equations used to explicitly model error sources m
can be viewed as aggregate equations. I.e., one can have the fimm
judgmentally set p(§ij) for their product, alternative aj, and judg-
mentally estimate p(&i) as a distribution across consumers. The
integral equations then produce estimates of market share rather than
individual choice probabilities. Such a model could prove useful
as an initial screening model before any complex analysis is done.
This model will not be discussed here, but the interested reader is

referred to Keeney and Lilien [74a] for a more complete description. -

7.2.4 Conclusion of Utility Maximizing Models

By assuming that there is a true utility which consumers maxi-
. mize, it is possible to explicitly model the various forms of errors.
This leads to a set of general integral equations. With complex
compaction forms thése equations are untractable, but under pajor simpli-
fying assumptions analytically tractable approximations can be derived.
The most popular is the logit model.

The linear-in-the-parameters logit model is quite useful when

used with statistical calibration of revealed preference on large data
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sets, but it suffers from the theoretically bothersome problems of
extrapolation and unknown extendability and from the implicit assump-
tion of Luce's strong independence of irrelevant alternatives.

When used with direct assessment, the logit model is interpolative
over the entire range of performance measures and is extendable to
new alternatives, but there are no degrees of freedom left to "tune"
the model based on observations of choice.

The next section introduces a new empirical Bayesian model which
was especially formulated to be compatible with direct assessment. It
assumes only encompassment of a valid compaction function and implicitly
models error sources by using empirical observations of past behavior
to calibrate a model which "tumes' rank order phenomena with the

cardinal values of the compaction vector, c,.

7.3 Empirical Bayesian Model

If there were no uncertainty, then each individual would always
choose the alternative with the largest scalar measure of goodness.
Hopefully a successful assessment of an individual's compaction function
will "explain" as much as possible and the resulting choice model will
approximate the certainty decision rule. Therefore it is desirable
that aprobability of choice model make use of the rank order phenomena
inherent in the certainty rule. There are many reasons to expect
uncertainty, but one might expect that the uncertainty is related to

the relative cardinal values of the scalar measures of goodness in



-241-

the evoked set. For example with only two alternatives it is expected
that p(a1|ci1 = 10, Cip = 1) > p(a1|cil = 10, Cip = 9).

The basic idea behind the empirical Bayesian model is to ''tune'
predictions based on the ordinal rankings of the compaction values
with their cardinal properties. This is done by exploiting the tautol-

ogy of Bayes Theorem to derive a feasible empirical probability of

choice model, p(ajlcil,ciz,...,ciJ), based on observing consumers

in real choice situations.

7.3.1 Derivation of the Empirical Bayesian Model

Ideally we could observe each individual making repetitive
choices from alternative sets with compaction vectors, C,, over the
entire range of ;- The choice model, pi(ajlgi) could then be directly
fit. More likely we will have one observation for each individual
making a choice from an alternative set with a particular corresponding
compaction vector. Since he will choose a single” alternative the
observations will be pi(ajl c;) =1.00r pi(ajlgi) = 0.0. Thus it
is nearly impossible to directly fit pi(ajlgi).

One of the primary motivations behind direct assessment is that
individuals have varied perceptions and preferences. Indeed direct
assessment can be viewed as an attempt to make a population homogeneous
by explicitly incorporating individual differences into a compaction
function Csczij’li)' If this is successful, the probability model
will encompass the population segment. (Encompassment means that

any two individuals with the same compaction vector, c;, will have

the same vector of probabilities, p; = [p(allgi),p(a2|gi),...,p(aJlgi)].)
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This hypothesis of encompassment allows the i subscript to be dropped
from the probability model, p(ajlgi), and, because observations across
individuals can .iow be used for calibration, it opens the door to
empirical fitting of p(aj|gi).

Even with encompassment p(aj|gi) cannot be fit directly, because
such a model would neither be symmetric nor extendable to new alterna-
tives. Furthermore it would neglect the rank order phenomena. Instead

coiisider the following transformation.

Definition 7.4: Let e be the event than an individual chooses the
alternative with the maximum scalar measure of goodness. Let e, be

the event that an individual chooses the alternative with the 2nd
largest scalar measure of goodness. Similarly define ej, for j=3,4,....

Call these events the rank order events.

Definition 7.5: Let cril be individual i's maximum scalar measure of

h

goodness. Similarly let crij be the jt largest scalar measure of

goodness for j=2,3,.... Call the vector cr, = (cril,criz,...criJ)

the ranked compaction vector and call the reordering of c; to obtain

cr; the rank order transformation.

Definition 7.6: Let p(ellggi) be the probability that individual i
chooses the alternative with the largest scalar measure of goodness
given the ranked compaction vector cr.. Similarly define p(eilgzi)
for j=2,3,.... Call the model which yields these probabilitiés the

ranked probability model, and define pr, = [p(ellggi), ple, lcr;),..t,

p(eylcr;)]. .
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Clearly the simple probabilities, p;» can be readily obtained
from the ranked probabilities, Pr., thus if p(ej|gzi) can be calibrated
so implicitly can p(ajlgi) be calibrated. A direct calibration of
p(ejlgzi) has many properties such as symmetry and extendability which
p(ajlgi) may not. (See section 7.3.2 for further discussion of
special properties.)

Now, if enough individuals happen to have the same ranked compac-
tion vectors, then p(ejlgzi) for all j could be (1) observed over the
range of cr., and (2) parameterized, and (3) calibrated. Unfortunately
in any reasonable sample this will be rare and for any particular
value of cry either p(ejlgzi) = 1.0 or p(ejlggi) = 0.0. Consider

instead the use of Bayes Theorem:

pleryle;Ipley)

51 p(ﬂilej)p(ej)

J

Empirically most evoked sets are small, e.g., a mean of about
three alternatives (See Table 7.1) and in the only empirical case
where this Bayesian modei was used p(ej) = 0 for j > 3. This suggests
that one might expect that the important effects will be carried
in the first m values in any ranked compaction vector. Suppose that
the smallest (J-m) compaction values are ignored, i.e., p(ej) =0
for j = m+l, m+2,...,J, and that a multivariate probability distribu-
tion with n parameters per variate® is fit to p(ggilej) for j=1,2,...,m.

Then with N observations there are the order of (N/m) observations to
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fit (men) parameters. Typical numbers are N=200 and m=3 and n=2°%
yielding the order of 67 observations for 6 parameters. Thus in many
cases there will be enough degrees of freedom to fit the necessary
p(EIilej)'s‘ Note that rather tha:;: having an equal number of obser-
vations in each cell, (i.e., N/m), it is likely that there will be
more for the rank order events with small j, e.g., more for ey than
for e, Rather than hurt the calibration process, this effect helps
because it means that there are more observations for the important
events. To see this examine the Bayesian equation: if p(ej) is small
then p(e1|g£i) is not very sensitive to p(ej|g£i). On the other
hand p(ej|g£i) will be sensitive, but the overall '"loss" from this
will be small. (See Chapter 10 on testing). Thus we can posit that
p(EEilej) can be empirically determined and used with little error.

The next step is to determine p(ej). If there are N observations
and if the unconditioned distribution p(g{i) does not change then
p(ej) can be estimated by nj/N where nj = the number of individuals
who choose the alternative with the jth largest scalar measure of
goodness. If p(gzi) does change then p(ej) will change corresponding-
ly. At first glance this is a significant problem since auy innovation
will actually try to change p(ggi). Fortunately p(ej) and.p(g£i|ej)
for all j will all change simultaneously in such a way as to keep the
derived niodel p(ejlgzi) valid over the new range. In other words a
calibration based on Bayes Theorem is a consistent estimate of a
"true" probability model. This fact will be proven in section 7.3.Z.

To summarize, if all individual differences can be incorporated
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into the compaction function, then p(ajlgi) can be determined empirical-
ly by first determining the ranked probability model, p(ejlgzi) as
follows:
1) Observe the distribution of ranked compaction vectors for
each rank order event.
2) Empirically observe m and parameterize p(gzilej) and statis-
tically determine the parameters for j=1,2,...m, where cry
is truncated after m terms, m< J.
3) Estimate p(ej) by nj/N for j=1,2,...,m.
4) Using Bayes theorem and multiplying through by N:

p(cr.|e.) n.
—i
plejlery) =~ ——1— for j=1,2,...m.

Z nyp(cr.|e,)
=1 REA=—=i1"e

p(ej|g£i) =0 for j=m+1,m+2,...J.

7.3.2. Desirable Properties of the Empirical Bayesian Model

The Bayesian model has the properties of symmetry, extendability,
predictability, weak simple scalability, independence from zero prob-
ability alternatives, and independence from (irrelevant) alternatives
with ordinal rankings greater than m. It is sensitive to identical
substitutes and therefore hierarchical decisions must be explicit-
ly modeled. Finally it assumes independence among individuals and
that the probability model encompasses the population segment. Explana-

tions follow:
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Symmetry: By the very nature of the rank order transformation, if
the compaction values of two alternatives are switched with the others
fixed, ¢; will change but cr, will not. Thus Pr; will not change and

only the assignment of probabilities will change by switching.

Extendability: If a new alternative is added to an individual's

evoked set then cr, will change, but because p(ejlgzi) is not alterna-
tive specific and because there is a cutoff for Jj > m, the new
probabilities can be calculated. This of course means that the alter-
native which had been ranked mth may now be ranked m+15t and have

zero probability of being chosen.

Interpolative: If Cs(iij’&i) is valid over the entire range of X, then
if;)(%lg;i)is interpolative over the range of C;» the probability

model will be interpolative over the entire range of X.

Sensitivity to Calibrating Observations: As was stated earlier, the

calibration technique depends on p(ej) which is sensitive to p(ggi).
It turns out, as will be shown in the next theorem, that the probabil-
ity model itself, p(ejlgza), is insensitive to pler.).

To show that the probability model is insensitive to p(g;ﬁ) it is
sufficient to show it is insensitive to the particular observations
chosen for calibration as long as the number and‘variations of those
observations are sufficient to calibrate the parameters for p(gzﬂ ej).
For ease of presentation there are two simplifications in theorem 7.1.
First, it is stated for discrete distributions of p(gzﬂ ej); the ex-

tension to the continuous case is with incremental arguments when
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p(c_rilej) is well behaved. Second, the proof is for m=2; the exten-

sion to arbitrary m is straightforward but notationally complex.

The idea behind theorem 7.1 is that there is some "true"
probability model, pT(ejlc_ri). What we would like to show is that
two separate sample calibrations of p(ejlgi) yield pT(ejIEi) even
if p(gzi) is quite different in both calibrations. Since we would
like to do this independently of the calibration procedure used for
p(c_ril ej) we will need to assume that the estimate /‘p\(gzﬂej) converges
to the true value pT(c_ril eJ.) for a given p(gi) . In other words
that the estimation of p(_c_{il ej) is consistent. Based on this it
is possible to show that the Bayesian calibration of p(ejl gi) main-
tains this consistency and is in fact independent of the distribution

of observations, p(c_ri).

Theorem 7.1: (Consistency and independence of observation distribution.)
Suppose that p(c_ri) is discretely valued. Suppose that two separate
samples are drawn for calibration. Suppose that thé number of observations,
N, in the iirst sample is sufficiently large and varied such that any
estimate, PN(QiI ej), of pN(_c_ril ej) is consistent for j=1,2. (p'N(gil ej)
is the true distribution given pN(cri) for the first sample) I.e.,

A
pN(cri| ej) -> pN(cri| ej). Let M be the number of observations in
— — A

the second sample and suppose that pM(gil ej) -+ pM(El'ilej)‘ Then
Bayesian models calibrated on either the N samples or the M samples

are consistent and independent of pN(g_r_i) or pM(gi).
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Proof: Relax the integrality of the observations since N is assumed

sufficiently large and varied. Suppose pT(ejlin) is the true model.

Consider the cell structure in Figure 7-4a. The expected number of

h

observations in the qrt cell for the event ej will be the expected

nunber of occurances of c;17d and C;p°T times the true probability

of event ej conditioned on ;174 and C;p°T- ({Use state indicator
random variables.) thational%z\E[ nar 1=1 NpN(q,r) 11 pT(ej|q,r)].
Since‘;;gggﬂ ej) is consisEgPt, pN(q,rlej) + pN(q,r|ej). But
p(a,rle;) = B, thus p@,rle;) > Np'(ejla,m) plia,m). For
notational simplicity write %ar = pN(q,r|ej). Consider now

the cell structure in Figure 7.4b. Similar arguments and notation

show that ﬂgr +~ M pT(equ,r) pM(q,r). Now by Bayes Theorem

A
pN(ejlq,r) is given by:

N
p (e51a,1)

AN AN
P (q,rlej)p (ej)

AN AN AN AN
P (a,r|e))P (e))*p (a,T[e,)P (e,)

A AG
= J I I ]
nqr X s t nst
Aj 2 A
I I n I & 3§
s t St ) 5t
j=1 s t
Al
AL I I N2 T L A2
nqr L st st nqr i nqr
Al 2 /\j A2 A
g E nst b T I nst rI X nst r I I th
j1 s t s t j=1 s t °
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(a)
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&Y CTi2
Cr. CT.
il 1 2 I 1l T
1 1
2 2
1 2
q qr q qr
Data Set N
(b)
1
CTi2 CTi2
Cri1 1 2 ... T .. Cri1 r
1 1
2 2
1 2
m
q o q mor
Data Set M

Figure 7.4: Cell Structure
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A A A
_ ] 1 . 2
ngr / Ugr * Ngp)

N NpT(eil a4,1) P (a,r)

N (ey] @,7) pM(a,r) + Np' (ey]a,1) P (a,1)

T
= P (ejlq,r)
Similarly,
M A /ﬁ_ /}
- )
pe5la,r) = mp / (ngp +mgp)

Mp! (eil a,1) P(a,1)

MpT(ell q,1)p (a,T)*Mp (e,| a,1)p" (@,1)

=p' (gla,m)

A
Therefore ;N(ejl q,r) and pd(ejlq,r) converge to pT(equ,r) but q,
r, and j were arbitrary, thus’;N(ejlin) and pM(eleIi) converge

to pT(ejI ggi) for j=1,2.

Weak Simple Scalability: The first part of simple scalability is easy,

p(aj|gi) depends only on <4 because of the rank order transformation.
The second part‘is true because by examining the proof of theorem 7.1
it is seen that pN(ejlggi) -> pT(ej|in), thus if the true probahili-
ties satisfy simple scalability then the large sample calibration

will also. But if cs(gij,gi) is a valid compaction function, then
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bT(ejlin) will be monotonically non-decreasing in Crij and mono-

tonically non-increasing in CTyy for k#j.

Independence from Zerc Probability Alternatives: If p(ej|g£i) =0
then either j > m in which case p(ej) = 0 or cr, implies it is
absurd for i to choose ej in which case p(ggilej) = 0. Either
way the product p(gzilej)p(ej) = 0 and by Bayes Theorem it will

not effect p(ed ggi) L #.

Independence from Irrelevant Alternatives: If the rank of an alterna-

tive is greater than m, it will not effect the probabilities for the
other alternatives in the evoked set. If the rank of an alternative
is less than or equal to m it will effect the probabilities, which is
quite reasonable, but by the same arguments used for weak simple
scalability it will not effect the stochastic preference ordering.
Even if the size of the evoked set is less than m, the ordering will

be unchanged.

Independence from Identical Substitutes: The rank order transformation

is extremely sensitive to identical substitutes. For example suppose

g = {Cil = 10, Ci9 = 3, Ciz3 = 1} and m = 3. Now suppose an identi-
cal substitute to ay is added to the evoked set yielding g = '{cil = 10,
Cip = 3, Ciz = 1, Cig = 10} . Since m=3, the rank order transfor-

mation will cause p(33|10, 3, 1, 10) = 0 whereas before p(ajllo, 3, 1) #0.
Thus we must concern ourselves with explicit modeling of the hierarchical

nature of the choice situation.
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Independence among individuals: The model assumes independence among

individuals.

Encompassment: As discussed in the derivation, the Bayesian model

assumes that all individual differences in perceptions and preferences
are accounted for in the compaction function and that once the compac-
tion vector, ;o is known, the probability model conditioned on <

encompasses the population segment.

7.3.3 Heuristics for Transforming the Ranked Compaction Vector

Compaction functions are unique only up to a positive linear
transformation, thus the encompassment assumption in the Bayesian
derivation implicitly makes interpersonal comparisons of compaction
vectors. For the cardinal tuning if this assumption is not made,
real choice cannot be used for calibration because there are not
enough degrees of freedom to fit a model. Thus empirically if
individual specific assessments are made some heuristic attempt must
be made to rationalize this assumption. This section presents a
series of intuitively pleasing heuristics to make interpersonal
comparison. Note that the ordinal nature of the compaction function
is insensitive to the positive linear transformation.

Since the Bayesian model deals mainly with the first m ranked

compaction values, the following normalizations will also.
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Common endpoints: Select the same maximum and minimum performance

):

measures for each individual and set c_(x _. ,A.) = 0 and c_(x___,A.
S'*=min’=i S “Hmax’—i

1.0.

Share of total with fixed lower endpoint: Select the same minimum

(Emin’ﬁi) = 0. Then compute the share:

performance measures and set c_

Cr.. € CTyj

1]

:

m

2 =1

Note that this normalization is not sensitive to the upper endpoint
because once the lower endpoint is chosen all the upper endpoint does
is fix the positive multiplicative constant which cancels when the
share is computed. It does make the behavioral assumption that share
is an important effect. As an indication of how strong this assumption
can be, notice that if crij - eCrij then this share is the multi-
nomial logit.Remember that these transformations are done before the

probability model is calibrated. Calibration and prediction are then

done relative to the transformed goodness measures.

Relative value with fixed upper endpoint: Select the same maximum

performance measures for each individual and set cs(x ,Ai) = 1.0.

“2

Then compute the compaction values relative to the m~ ranked alter-
native:

cr.. © Cr..-Ccr.
1 im
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Note that this normalization is not sensitive to the lower endpoint
because once the upper endpoint is chosen all the lower endpoint
does is fix the additive constant which cancels when relative values
are computed. It does make cr; very sensitive to cr. which could

imply a strong influence by irrelevant alternatives.

Share of relative value: Compute the share relative to the mth ranked

alternative:

Cr.. < Cr.. - CT.
ij ij im

E (Criﬂ, - crim)

2

Note that this normalization is sensitive to neither the upper or
lower endpoints but is extremely sensitive to the characteristics

of the mth ranked alternative.

First ranked alternative: It is intuitively more satisfying to have

a heuristic normalization that is sensitive to the alternative with
the 1largest scalar measure of goodness than to have one that is
sensitive to the alternative with the smallest value. This heuristic
uses share of relative deviaton from the first ranked alternative as
a measure of dissatisfaction. A negative linear transformation is
then taken to regain the property of preference:

- CT.

Cr.
CT.. < 1 - _L___.l
1]
2.
2

i3
crii-criz)
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Note that this normalization is sensitive to neither the upper or
lower endpoints but is of course sensitive to the characteristics

of the first ranked altemnative.

Choosing among heuristics: This 1list is not exhaustive but hopefully

is sufficient to indicate the issues. Since these are heuristics,

none can be selected a priori as best. Instead some should be
eliminated based on the judgement of the analyst and the remainder
tested with the testing technique of Chapter 10. The compaction assess-
ment for the MIT HMO (Section 6.4) uses common endpoints. The empir-

ical example in section 7.3.5 uses share with fixed lower endpoint.

7.3.4 Two Alternative Logit Equations as an Empirical Bayesian Model

The popular logit model is usually derived as a random utility
model (section 7.2.2.2) but it can also be derived as a special case
of the empirical Bayesian model. Note though that the Bayesian model
deals with the rank order events whereas the logit model can be al-
ternative specific, none-the-less under very special assumptions the
two-alternative logit equation emerges as a special case. (This der-
ivation is similar to that of Quarmby [118]). Continue with the

notation of section 7.3.1.

Assumption 1: Heuristic normalization via relative value:

. = Cr., - Cr.
Crl il r12

Note: p(ezlcri) =1 - p(ellcri).
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Assumption 2: p(cri|el) and p(cri|e2) are normally distributed with

means cr, and EZ respectively.

1

Assumption 3: Homoscedacticity, i.e., 1:>(<:ri | el) and p(cri |e2) have

o)

the same associated variance, ¢ .

Using the Bayesian equation and substituting the normal density

for p(cri| ej) yields:

p(ellcri)

where

—2,, 2
1 -(cri-crl) /20

ny o e
i - (cri—gfl) 2/202 ; 1 - (Cri'a:z) 2/202
ny Do e +mn, g e

2,, 2 — =2 2
elog n, . cri/ ps) e(2cricrl+cr1) /2%

2,,.2 —_ =2 2
log n -cr. /D (2cr.cr +cry) /20
e 1 e 1 e i1l 71

2 2 — 2 2
log n, -cr:/2“ (2cr.cr,*cr,)/%
+e 2 e 1 e i2 72

1 = 1

L ea-bcri L ea-b(cril-criz)

n, 2

log q + (E?g - Ef'l)/ZoZ

.2 .
(CTI'CTZ)/G , note cr, > cr,
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Examining the assumptions necessary to obtain this result we

see that the two strongest are that the relative values matter and that”
the distributions p(crilej) are homoscedastic. The Bayesian model
allows both to be relaxed and therefore allows more flexible tuning.

A reasonable extension to the multiple choice case is to assume
that p(ggilej) is multivariate normal and homoscedastic for all j and
that cov(crij,crizlek) = 0 for all k, for all j, and for all L # j
with var(crij|ek) = o for all j and k. Substituting these assumptions
into the Bayesian model does not yield a simple multinomial logit

formulation but instead yields:

plejlery) = 1

Yo-
1.+-:E: e 5

173

with

Yzj = 1n(nz/nj) - (1/02) i Crik(6;51 - E;ﬁk) + i (E?ik - E??k)

where crg = E[crikleg]

7.3.5 An Empirical Example: Aerosol Deodorants

The empirical Bayesian model was formulated to be compatible with
direct assessment of compaction functions, but it can be used with other
cardinal measures. In this example the data is obtained from constant
sum paired comparison questions where the individual was asked to allocate

11 chips between two alternatives according to his preferences for those
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alternatives. This data was obtained for every possible pair of alterna-
tives in each individual's evoked set and was statistically (Torgenson
[L41]) reduced to shares of chips. I.e., estimates of the share of
chips an individual would have placed on each alternative had he
allocated them all simultaneously. The choice situation was actual
choice in a simulated retail store environment. Thus the Bayesian
model is to link the constant sum preferences (chips) to actual
choice. (This data was collected by Glen Urban and Alvin Silk and is

part of the data used in ASSESSOR [132].)

7.3.5.1 Calibration

Step 1: Estimate p(ej). Out of 178 observations 147 choose their
first preference, 27 chasse their second preference, and 4 choose their
third preference. No one chose any higher than third preference.
(Ties in chips were allocated 50-50 or 33-33-33 between categories.)
Thus p(el) = .83, p(ez) = .15, p(es) = .02, and p(ej) = 0 for j > 3.

Therefore m = 3.

Step 2: Calibrate separate models for the following two cases: (1)
evcked set size equals two, (2) evoked set size is greater than two.
What is reported here is the second case, evoked set size greater than
two, the first case being similar but simpler and has a smaller sample

size.

Step 3: Since m = 3 assume that those products ranked greater than 3

have no effect and renormalize the share of chips as if only the first,
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second, and third ranked alternatives are in the evoked set. I.e.:

f

i1 = CTyp/ (Cryq*er; *er; o)

£;, = cryp/ (eryrer yrer; 5)

£i5 = x4/ (cryp¥er; +er; o)

Note that to calculate p(ejlgzs) it is sufficient to know p(ellfil’fiz)
since m = 3 and f13 = l-fil_fiZ' This normalization implicitly

makes some behavioral assumptions. See section 7.3.3.

Step 4: Enter an exploratory plotting stage to estimate the correct
forms for p(fil’fizl ej). In this case the range of (fil’fiz) was
discretized and histograms of various marginal and conditional fre-
quency distributions were plotted. Exponential smoothing was used to
recover smooth densities from the histograms. Plotting marginal
distributions for p(fil|ej) and conditional distributions for
p(fiz|ej’fil) revealed that the conditional distribution for fiz

was not independent of fil' An alternative behavioral assumption

is that choice depends on both the share for the largest alternative,
f.

il
second largest alternative, i.e., fiz/(fiz+f13) = fiz/(l-fil). When

, and the share for the remaining chips that are allocated to the

the conditional distributions for p[fiz/(l-fil) Iej’fil] were plotted,
they seemed to indicate that these were indeed roughly independent
effects. Preliminary histograms of p(fillej) appear in Figure 7.5;
smoothed histograms of p(fillej) appear in Figure 7.6; and smoothed

histograms of p[fizl(l-fil) |ej,xil] appear in Figure 7.7 for two
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Figure 7.5:

Histograms of Chip Distribution
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Figure 7.6:

Smoothed Histograms of Chip Distribution
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Figure 7.7: Smoothed Histograms of Marginal Distributions
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separate ranges of fil'

This identification of independent effects allows representation
of the joint density of p(fil’fizlej) as a product of independent mar-
ginals:

f.
p(£;1.E;5les) = p(E;ley) - b 1—%%11 le)
This independent representation allows easier parameter fitting.
There were not enough observations to realistically fit p(fil,fiz|e3),
thus since p(e3) was extremely small, the joint density was approximated
with little error by a uniform density.

Examination of Figure 7.6 reveals that empirically if fil > .66
then an individual will always choose the first ranked alternative.

Then conditioned on fil < .66, p(fillel, fil < .66) appears to be
reasonably approximated by a beta distribution. Note that fil-z .33
since it is the share of the largest of three values, and similarly

the tange of fiZ/(l-fil) is cgrrected because (l—fil)/z E'fiz <

min(fi

1 1-%59)-

approximated by a beta distribution. Analytically this results in

Finally p( T%%'l |e2) also appears to be reasonably
i

the following model (i subscript suppressed):

p(ellfl,fz) = 1.0 if £, > .66

).83 p(£),£,le))
.83 p(fl,leel) + .15 p(fl,leez) + .02

otherwise




where for j=1,2

| Gij-l \)ij-l
p(f,,f,le.) = T(o0..+v..)
177275 1 1) (?fl -1 (2 - 3,
(o, T
(9,7 (¥)
925-1 V2571
. r (r2j+v2j) Zfz L, - Zf2
F(ozj) F(vzj) 1-f1 l-f1
1 2 1-f
0,.-1 v, .1
N \ 1] ij
_ D g+5) (3f1 - 1) (2 ; Sf])
F(%j)P(%j)
V23-1

P T (%)

if

LI =
| A
H

Step 5: Determine the parameters of the distributions for p(fl,leej).
Since these distributions are beta with nommalized variates, the parameters
O .. V. 0 MN.: = } : .
157 157 25725 J=1,2 ) were determined by calculating the sample mean
and variance for the normalized variates and choosing the appropriate beta
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parameters. These parameters are given in Table 7.2. A chi-squared
goodness of fit test was used to test the histograms against the beta

distributions. The fit was just significant at the 10% level.

o . v . a.. v

1] 1j 2] 2j
j=1 3.40 3.57 1.0 1.69
j=2 4.40 4.69 | 2.14 1.50

Table 7.2: Calibration of Bayesian Model

7.3.5.3 Comment on Empirical Example

We see from this example that the Bayesian model is indeed a
tuning model. Overall there was a strong rank order effect - 83% choose
their '"preferred'" product - but knowing the full cardinat vector <; did
provide "tuned" probabilistic estimates of choice. Although no major
design diagnostics were uncovered, some interesting observations can be
made. (1) There is a class of people who felt strongly about prefer-
ence, they said so, i.e., fil > .66, and they acted accordingly. (2)

A significant proportion of people chose their second "preferred"
product but very few chose their third and none chose lower than third.
Thus a manufacturer really should try to be number one or two in this
particular product category. (3) Although analytically complex due
to the normalization induced by the rank order effect, the basic model
was simply calibrated, and the empirical distributions were reasonably

approximated with analytically ''nice" distributions. Future research will
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compare this somewhat complex model to other rank order tuning models
and to non-rank order probability models. One such tuning model is in
ASSESSOR [131] where a binary logit model based on cril/cr12 is used to
tune rank order effects. The advantage of the ASSESSOR model is that
calibration of the binary logit model is based on optimizing fit,
whereas the Bayesian model is still strongly based on intuition and
heuristics.

This empirical example represents a first test of a new model.
Based on this test it appears that the model has potential for uncovering

behavioral effects, but requires intuitive interpretation by the analyst.

7.3.6 Conclusion: Empirical Bayesian Model

Section 7.2 showed that it was extremely difficult to explicitly
model the various sources of error which cause uncertainty in predicting
choice. Pending further investigation of explicit modeling, this section
presented an empirical alternative which implicitly models the error.

Starting with the assumptions that the probability model is
symmetric (i.e., the rank order transformation is valid) and that it
encompasses the population (two individuals with the same ranked compac-
tion vector, cr.» have the same ranked probabilities, pr;) the empirical
Bayesian model was derived. It was then shown that the model has a number
of desirable properties, one of which was that its calibration was insen-
sitive to the data distribution, p(gzi).

Finally an empirical example was given of the application of this

model to constant sum paired comparison data.
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Future research will compare Bayesian models, other tuning
models such as Silk and Urban's [131] logit formulation, and non-tuning
models such as the multinomial logit formulation. The testing criterion

will be the informaiton test developed in Chapter 10.

7.4 Explicit Modeling of Similarities Among Alternatives

The choice axiom, axiom 6.4, used in deriving compaction functions
assumed that the preference ordering among two alternatives does not
change if a third alternative is added to the choice set. We have
seen that in the case of hierarchical choice this assumption may
not hold, but if the herarchy is explicitly modeled compaction theory
can still be used and the probability models presented in Sections
7.2 and 7.3 can be readily adapted to this choice process.

Another assumption in compaction was that once the compaction
values were known, the choice probabilities could be computed, but
these probabilities do not explicitly depend upon similarities of the
alternatives. (They do depend implicitly upon the similarities because
with idiosyncratic compaction functions alternatives perceived as
similar will have similar compaction values.) An important future
research area is to explicitly include similarity measures in the
probability model.

One possible research direction is to adapt Tversky's [143]
Elimination-by-Aspects (EBA) to compaction theory. EBA describes
choice by a stochastic sequential elimination process. An individual

stochastically selects one aspect and eliminates some alternatives;



-268-

he then stochastically selects another aspect and eliminates some more
alternatives. This continues until one alternative remains. This model
is similar to lexicographic decision rules (Fishburn [32], Allaire [2])
but differs in that the order in which aspects are considered is
stochastic.

At present this model requires direct estimation of certain
scale values and is oriented toward describing behavior with respect
to existing stimuli rather than predicting and controlling behavior
with respect to new stimuli. Before EBA can be used in the methodology,
techniques must be developed to relate the scale values to instrumental
performance measures so that predictions of choice behavior can be

linked to managerial design decisions.

7.5 Simultaneous, Independent, and Sequential Choice

(This section is tangential to the development and test of the
methodology. It is included because it relates some of the theoretical
issues in compaction and probability of choice to the very real predic-
tion problem of modeling the interactions between mode choice and des-
tination choice in transportation demand prediction.)

In transportation individuals often make choices from inter-
dependent sets. For example, an individual might choose his destina-
tion and then his travel mode. This is a sequential decision. He
might choose them independently, or he might choose them simultaneously.
This problem has been studied extensively in the transportation demand

literature, see for example Ben-Akiva [10], but how can it be handled in
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the framework of the methodology?

7.5.1 Simultaneous Models

One option is to model the decisions as completely simultaneous.
Consider two disjoint choice sets A and B, e.g., modes of travel and
destinations, and suppose that an individual is to make choices among
atoms of the form (a,b), i.e., the true choice set is A x B. Then
a simultaneous model would determine a compaction function over the
set of performance measures, X, where X equals the union of the per-
formance measures describing A with those describing B. 1I.e.,

U X}

X = X} where XA M X% 1is not necessarily empty. The probabil-

A B B

ity model would then be of the form p({aj,bl}lgi) where <; is now a
. _ _ a _b. a

matrix of the form ¢; = Ilcijl Cs(zj’ Xg Ay) || where X5 € X4

EPQ € Xé . All of the previous theory then applies directly to
this model.

This model is theoretically sound, but runs into problems if
the choice set gets large. For example if there are 10 elements in A
and 10 in B, then there are 100 elements in A x B. With so many options
in the choice set the inherent random noise in the compaction function
and probabil%ty model can become large compared to the predicted prob-
abilities. (Notice with 100 items in the choice set, the '"equally 1likely"
probability is .01.) There is sometimes a need to simplify the choice

process.
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7.5.2 Independent Models

A complete simplification of the problem of simultaneous choice
is to assume that the choices are independent, i.e., that p({ a,b} from
A xB) =p(afromA)+*p (b from B). In the vocabulary of Chapter 6
this says that characteristics and stochastic preference orderings
among the choice set A are independent of the characteristics and
stochastic preference orderings among the choice set B. Before pre-
senting some intuitively obvious sufficient conditions for independence,
let us make the following notational definitions. (1) XAB = XA N Xé,
i.e., performance measures common to both A and B; (2) XA = XA' - XA'r\Xé
i.e., performance measures specific to A, and (3) XB = X,' -

B

1
XA N XB', i.e., perfommance measures specific to B. Note that

these definitions partition X into mutually exclusive and collectively
exhaustive sets, X = XA.LJ XB J XAB'

The first obvious sufficient condition is that XAB = ¢ and that
X

A
choices were being made then preferential independence would be sufficient,

and XB are mutually utility dependent. (If only deterministic

but we want cardinality for the probability model and also want to be
able to consider uncertain alternatives, i.e., alternatives characterized
by implicit lotteries.) Note that Xag = ¢ would not be sufficient
because that would leave open the possibility that preference orderings
among A* (lotteries over A) could be dependent upon the choice from B
and visa versa. This restriction once stated is obvious but be careful,

it is easy to overlook.
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It could be that X\p # ¢ but still an independent model
applies. The following less restrictive conditions are also sufficient.
1 xa,b"y X s Xpt Y X 1 where Y = A* x B*, Xk € XAB for all
a, a', a" eA, b, b', b" B, and (2) XA utility independent of Xg LJXAB

"and Xg utility independent of X, U X,.. Note that if XAB =¢ this

A AB

reduces to the previous condition. Essentially what this says is that
there is some overlap in the performance measures but that for any
fixed element cf one set, say aecA, all elements of the other set, B,
are indifferent with respect to XAB' Coupling this with the appropriate
utility independence conditions yields the above.

There are other very special sufficient conditions, but the
above two are the most likely to occur in practice. The proofs con-

sist simply of unfolding the definitions of utility independence and

for brevity will not be stated here.

7.5.3 Sequential Models

Sometimes choices may not be independent but their interdependence
may be quite asymmetric, that is one choice, say mode of travel, may
depend upon another, say destination, but not visa versa. In this
case a sequential model would be appropriate, i.e., p( {a,b} from
AxB) = p({ab} fromAx{b}.p( from B). Note that al-
though this looks like conditional probability, which would be true
by definition, there are varous behavioral independence assumptions
in the equation. Again sufficient conditions can be stated for a

sequential model. They are simply the asymmetric form of the conditions
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for the independent model, i.e., (1) xab'ﬁw' X for all a ¢ A,
b', b" € B and (2) XB utility independent of XAKJ XAB' The interpre-
tation is similar.

7.5.4 Quasi-separable Models

The idea behind quasi-separah!:: models is to add some robustness
to simultaneous models by explicitly considering certain segments of
the population with limitations on one of the choice sets, A or B.

For example consider a simple city where the only modes of travel are
auto and bus. Some people may not own an auto and hence their
simultaneous choice of mode and destination is limited to the options
of {bus, dbus} where {dbus} are the destinations served by bus.
Similarly some people may be auto loyal. To model this effect we intro-

duce the concept of a restriction rule:

Definition 7.7: Suppose an individual is simultaneously choosing from

two disjoint choice sets, A and B. Then a restriction rule f: B > A,

is a rule which limits choice to atoms of the form (f(b), b). For a

given f, call the set of all atoms the restricted set, Bf. I.e., Bf =

(f), b): b e B¢. Notice Bngx B.

Consider the following example of a restriction rule: Suppose
you are at MIT and going shopping at either (1) the Tech Coop (on campus),
(2) downtown's Jordan Marsh, or (3) Hingham's general store. Now rather
than considering all modes for all destinations, a restriction rule

would limit choice to the following sets (walk, Tech Coop), (subway, Jordan
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Marsh), and (auto, Hingham).

The decision can then be modeled as sequential in the sense that
first a restriction rule, f, is chosen and then second an atom of the
form (£(b), b) is chosen. Note that for a given rule the number of
alternatives for the second choice is the same as the number of elements
of B. The catch is that the number of decision rules is quite large.
For example, if there are two modes for each of ten destinations, then

10, 1024 restriction rules. Thus a quasi-separable model

there are 2

is useful only if the set of restriction rules can be limited a priori.
One extreme case where this idea is useful is when significant

portions of the population are either captive-transit or auto-loyal.

In this case one would first estimate whether the restriction rule is

(1) transit only, (2) auto only, or (3) other. In the latter case

analysis would revert to a simultaneous model, but for significant

numbers of cases, i.e., (1) and (2), the simple restriction model would

be used (See Figure 7.8.).

auto loyal
(restriction
model)

captive transit
(restriction
model)

other
(simultaneous)

Figure 7.8 : Quasi-separability: Restriction and Simultaneous Models

Robustness is gained because the simultaneous model, with its potential

danger of relatively large noise is only used for a smaller portion of the
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population.

Another use of this idea is to assume that there exist a
relatively small number of a priori specified decision rules, for
example deterministic utility functions. The individual then stochas-
tically chooses decision rules, which, once chosen, specifies his
restriction rule, f£f. Then he chooses from the restricted set Bf.

As always, the merits of simultaneous, independent, sequential,
and quasi-separable models are highly dependent on the choice situation
being modeled. This section attempted to raise some of the issues
without particularly resolving any, but hopefully it can act as a
guide to an analyst facing the task of modeling ''simultaneous'

choice from two or more disjoint choice sets.

7.6 Stability Over Time

In transportation there is often a need to project 15 years
into the future to 1990, or in health there is a need to project 10
years into the future to decide whether a new health care fa€ility
should be built. How stable are predictions from the methodology?
Could it have predicted the switch from large to small cars in 1974
resulting from the increased price of fuel? This section looks
briefly at sources of temporal instability and how they affect the

methodology.

New performance measures: Suppose a new performance measure, such as

degree of automatic control in automobiles, becomes important in describing
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the alternatives in the evoked set. If this new measure, Xn, is
utility independent of the previously applicable performance measures,
X,and X is utility independent of Xn then by Theorem 6.7,cs(xn,§ ;Ai) =
kc (x ;j&) + kn cs(xn ; jg)-f(l—k-kn) c (X ; ﬁi) cs(xn ; éi) where
c.(x ; &i) is the compaction function over the previously applicable

s
performance measures and cs(xn ; Ai) is the conditional compaction
function for Xn.

Thus all that need be done to incorporate a new performance
measure is to assess the uni-attribute scale cs(xn ; Ai) and the
scaling constants k and kn' The probability model still applies and
new choice probabilities can be calculated. Of course if independence
properties cannot be verified then complete reassessment of the compac-

tion function may be necessary. If statistical compaction procedures

are used, recalibration may be necessary.

Changes in saliency. Suppose by advertising or by general shifts in

the population's preferences one or more performance measures becomes
relatively more important. If X, was utility independent of Xy

and remains so, then the compaction function remains quasi-additive.

If further the risk characteristics of all performance measures remain
unchanged then all that need be done is to reassess the scaling constants.
If the risk characteristics of any one performance measure changes then
all scaling constants affecting it must be reassessed, and if the
appropriate independence properties do not hold the entire compaction

function must be reassessed. The probability model still applies and
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new choice probabilities can be calculated. If statistical compaction

procedures are used, recalibration may be necessary.

Changes in the values of the performance measures: There are primar-

ily two ways that the values of the performance measures can change,
actual change and perceived change. The former can result from exter-
nal effects such as the fuel crisis or from design changes. The latter
can result from advertising or from good and bad experience. In either
case neither the compaction function nor the probability model changes
and the choice probabilities can be re-computed. In fact it is this

particular case that the methodology is best suited to handle.

New Alternatives: If a new alternative is offered and the probability

model is extendable then neither the compaction function nor the proba-
bility model changes and the new choice probabilities can be readily

calculated.

Comments: Note that many of the causes of temporal instability can be
explicitly handled with the methodology. Thus although it is doubtful
that projections to 1990 could be made with great confidence, trend
indications could be made. The methodology would be then used to
track the predictions and explicitly tune them in response to external
(unpredicted) events which cause changes in preferences, perceptions,

and alternatives.
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7.7 Conclusion of Probability of Choice

Chapter 6 identified a function which produced a scalar measure
of goodness for each alternative in an individual's evoked set. This
chapter then recognized that there would be certain errors in prediction
and discussed models to explicitly or implicitly consider these errors
in transforming the vector of scalar measures of goodness into a Qéctor
of choice probabilities.

Section 7.1 began a formal development by identifying desirable
properties for a probability model and then discussed dependency on
the choice set. Next the relative merits of revealed preference and
proxy choice were discussed with the conclusion that an appealing stra-
tegy might be to measure perceptions on real alternatives, but to
measure preferences with respect to proxy choice and tune them with
a probability model calibrated on revealed choice.

Section 7.2 introduced models based on the postulate of some
(perhaps partly unknown) utility function which consumers maximize when
making a choice. First the general integral equations were presented,
but for any reasonable compaction function these were too complex to
solve analytically. The more feasible "'random utility models' were
then presented and discussed.

Section 7.3 presented an alternative to explicit error modeling.
It introduced a new empirical Bayesian model which implicitly incor-

porates error. This model makes strong use of the rank order nature

of choice relative to the scalar measures of goodness and tunes the
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predictions with the cardinal values of these measures. It is shown
that under the assumption that any two individuals with the same
compaction vector have the same choice probabilities it is possible
to empirically calibrate such a model and that if the number of obser-
vations is sufficiently large and varied then the calibrated parameters
are independent of the distribution of the observed data. The use of
this model was illustrated by its application to empirical data on
aerosol deodorants.

Section 7.4 briefly discussed explicit modeling of similarities
among alternatives, section 7.5 presented a discussion of the issues
of simultaneous choice form two disjoint choice sets, and finally sec-
tion 7.6 discussed the stability over time of the predictions based on
the methodology.

The next chapter will discuss how to aggregate the individual

choice probabilities to predict group response.
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Chapter 8
AGGREGATION

Reduction, abstraction, compaction, and probability of choice
all deal with the individual choice process. They provide useful
diagnostic information to help the design team understand and control
choice, but the design team needs estimates of group response before a
design strategy can be evaluated and a GO/NO GO decision made. Aggre-
gation provides there estimates by combining the individual choice pro-
babilities to produce estimates of the mean and variance of the total
numer of people choosing each alternative. (See figure 8.1.) In doing
this, corrections must be made for awareness, availability, and evoking
of the alternative, for frequency of choice, and if appropriate for the
trial/repeat nature of the choice process.

This chapter indicates how to 'aggregate'' the individual choice
probabilities, how to use the individual choice models to predict the
response to design decisions, and how to correct for evoking phenomena.
In addition it discusses the issues of trial/repeat, and frequency of
choice, and suggests existing models which can be used vo complement
this methodology in dealing with these issues.

Care was taken in abstraction to identify homogeneous segments
not only to enhance the accuracy of the choice models but also because
of the possibility of differentially targeted alternatives. Thus in pre-
dicting group response, aggregation must be performed separately within

each of the identified segments. Keeping this in mind for the remainder



Design Process

-280-

New Product
or

Service

Consumer-Response

Process

Refinement

Model

Identify Choice Observe
Alternative Consumers
Measurement
Q
Individual
Reduction Choice

Q =X

Abstractionl

. _

Evaluation

S

Compaction

€357Cs (X; 5229

e

'

Probability of Choice

157Ps@5lci15C590 0005 €4p)

w

Aggregation

Figure 8.1:

J— v
Pjj = Moyr My

Group Acceptance

Relationship of Aggregation to the Methodology



-281-

of this chapter we will assume that we are dealing with a single popu-

lation segment.

8.1 Combining Individual Choice Probabilities to Predict Group Response

For the moment neglect niodeling evoking phenomena and imagine that
we are given for each individual,i, and for each alternative, aj , the proba-
bility, pij’ that individual i will choose alternative aj, where pij =0

if aj is not in individual i's evoked set. Let alternative a, be the
J

null alternative (no choice is made) and thus I pij =1 for all i,

3=0
Notationally define Ei.= (piO’pil’piZ""’ piJ). Let Nj be the total
number of people choosing alternative, aj.

To calculate Nj we make use of a state indicator random variable:

1 if individual i chooses alternative aj
Let 6ij=
0 otherwise
then p( 6ij =1) = pij
p( dij =0) = l_pij
N N. =1I4..
ow ; 2035
h N. = ENN.) = £ E(§-:-
thus ; = BON;) : (455

where we have assumed that individuals are independent. But E( Jij)

= l'le + 0 (l'Plj) = le’ thus:

N. = 2 p..
i~ 5 Pij

II-IWW»
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Similarly:

Z
Il

; var(Nj) = § var ( dij)

2 2

2. _
g[pij - pij ] = i: pij (l'Pij)

Finally if cov(Nj,Nk) is needed it is given by
COV(Nj ’Nk) = '? pijpik

Similar results can be obtained for share since the market share of aj
is given by ms; = BH/N.

We see by the above that given P; for all i it 1s conceptually
easy to obtain the mean and variance of group choice. Note also that Nj
is given by the sum of independent Bernoulli probabilities most of which
are not degenerate (i.e., pij < 1 for all j) thus when F% > 3vﬁ§;- and
i is sufficiently large then by the Central Limit Theorem (Drake [29])
the joint distribution of N = (NO’NI""’ NJ) is multivariate normal with
means, variances, and covariances as calculated above. When K% <3Vﬁ;_
the Poisson approximation can be used.

The above results hold when the discrete summation over individuals
is replaced by an integration over a distribution of P;- Unfortunately
if there is great variation in perceptions (or actual values) of the per-
formance measures across the population, and if this population has many
segments, the integration which is easy to write down becomes tedious

and time consuming. Thus, occasionally approximations in the integration
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must be made. This issue is important in a major urban transportation
studies where predictions are made for every zonal interchange. For a
complete treatment of the problems of calculating FG when the multi-

nominal logit model is used for p; see Koppleman [80].

8.2 Prediction by Changing Attributes, Performance Measures, or Pre-

ference Parameters

This methodology was formulated for more than just describing
choice behavior, it also produces a first order prediction of the number
of people choosing a new alternative or the gain(loss) in number of
people due to a design decision effecting an existing alternative.

Again temporarily ignoring evoking and frequency phenomena, design de-
cisions can be simulated (arrow A in figure 8.1) by changes in (1) the
attributes, Y, (2) the performance measures, X, or (3) the preference

parameters, A.

Attributes: If the attributes were chosen to be instrumental
(section 3.1.1.1) then certain design decisions will be reflected directly
in changes in the attributes.! If the reduction is then computable (de-
finition 4.1) a new distribution of performance measures can be deter-
mined. Then proceed as if the changes were made directly in the perfor-

mance measures.

Performance measures: The design team can effect changes in the

performance measures by changing the attributes, but they may also wish

to stimulate creativity by simulating a direct change in the performance

measures or they may wish to simulate an advertising strategy which changes
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peoples' perceptions. In any case we are given a new set of values for
the performance measures, Eij’ for all i,j. (Most often the change will
only be along one performance measure for a single alternative. éssume
all measures not directly changed remain unchanged.)

The aggregation technique is quite simple. Using the sample
population as representative of the target population, (remember segmenta-
tion is corrected for), compute for each individual his new compaction
vector, S and then his new choice probability vector, p;- Total choice
is given by the method of section 8.1. In actuality the design team may
not change all the individual performance measures but instead will specify
a shift in the mean. In this case assume the shape of the distribution of
perceptions remains the same and simply calculate the new perceptions by
adding a constant value (new mean-old mean) to each individual's perfor-
mance measure for alternative aj.

In some cases especially transportation it is convenient to repre-
sent the population by a joint probability distribution for the perfor-
mance measures and the preference parameters and integrate to find the
share of choice. For example, given that the perfoimance measures, Ej’
for each alternative and the preference parameters, A, are distributed
across the population with joint probability distribution ps(gl,gz,...,

A) the predicted share for alternative 1 of two alternatives is:

Xp3

s = pr[ajlc(gl,g), c(x),M)] P(xp,Xp,A) dxy dx, dA
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Preference parameters: The design team may decide to effect

choice by changing the saliency of certain performance measures through
advertising. One method to simulate this change is to predict a shift
in the values of the preference parameters. Aggregate estimates are
then obtained in the same way as they were for shifts in the performance

measures.

Sensitivity: Predictions made by direct shifts in the performance
measures or preference parameters are exploratory by nature. It is im-
perative that sensitivity analyses be performed by trying a number of

shifts rather than just one.
8.3 Correction for Evoked Set

In observating consumers we were careful to make cbservations re-
lative to the evoked set and in some cases, especially for new alternatives,
we forced evoking via concept statements, mockups, or the real alternative.

In prediction we must correct for evoking. Three cases will be discussed:

(1) no new alternative, no change in evoking, (2) no new alternative,

design change effects evoking, and (3) new alternative introduced.

No new alternative, no change in evoking: This is the base case

where the design change does not effect the consumer's evoking of the alter-
natives, only their perceptions and preferences. Aggregation is as dis-

cussed in sections 8.1 and 8.2.

No new alternatives, design change effects evoking: One of .ne

possible diagnostics from the individual choice model is that the product
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is good but no one is aware of it. Thus some design decisions may be
directly aimed at increasing the percent of people evoking an alternative.
For example, more advertising or sampling (free one day pass on dial-a
ride) may be aimed at awareness. To be completely theoretically sound
this change in evoking should be modeled at the individual level, but no
practical models to do this are currently available. A reasonable aggre-
gate strategy is to predict the new percentage, E?, evoking alternative
aj and assume that the increase is equally likely to occur for all indi-
viduals not now evoking aj. Mathematically let Ij be the set of all
individuals currently evoking aj , let Tj be its complements, and let E? be

the old percentage evoking. (E? = (number in Ij)/(number in Ij + T})).

Step 1: Simulate the design change over the set Ij to get a

prediction of choice, Ep = (NIO,NZO,..., NJO).
Step 2: Simulate the design change over the set T5 with no change

in evoking to get a prediciton of choice, ﬁp = [Nlo,NéO,..., N&O).

Step 3: Simulate the design change over the set T5 with every-

one evoking alternative aj to get a prediction of choice, E? = (Nin,
= N =N
N2 yoen NJ ).

: i i ill in I. to
Step 4: Now the change in evoking will cause everyone in j

evoke 3 and (Ejn - Ejo)/(l - Ejo) of the individuals in set T5 to evoke
aj. (See figure 8.2.) Thus under the assumption of equally likely evoking
over I.:
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Where the above equation is true for all alternatives, 2, not just aj.

New alternative introduced: When a new alternative is introduced

part of its design is a strategy to cause some percentage of the popula-

tion to evoke the new alternative. The correction for evoking proceeds

as above except that E.O =0, Ij = ¢, and T5 is now the entire population.

J
(As always corrections for evoking are done within segments.)

8.4 Dynamics: Trial, Repeat, and Frequency

When possible it is preferable to observe consumers making choices
from sets of actual alternatives, but, especially with new products or
services, observation is sometimes made with respect to proxy alternatives
such as concept statements. If possible, this effect must be corrected
for in aggregation because choices from proxy alternatives give trial
probabilities. Once an alternative is tried, perceptions can change and
the repeat probabilities can be different from the trial probabilities.

Even if trial and repeat probabilities were known for each indivi-
duel, there is still a frequency phenomenon and a time dependent diffusion
process. For example the number of dial-a-ride trips per month would be
much larger if everyone used it daily than if everyone used it twice
monthly. Furthermore, steady state usage would not be reached on opening
day.

One technique to handle frequency is to treat it as a choice made
simultaneously with the choice of alternatives. (Section 7.5 discusses
simultaneous choice models.) Ben Akiva [10] uses a variation of this
technique in transportation demand modeling. Another technique is to

build a macro-flow tracking model in which consumers with different choice
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(or usage) frequencies are handled separately as identifiable segments.
This latter technique has the advantage that it can also explicitly handle
trial/repeat phenomena.

Urban in SPRINTER MOD III [147] has developed a fairly complete p—
macro-flow model which can simultaneously handle a diversity of dynamic
effects. Rather than give a complete description of Urban's model we
will instead give a naive example of a macro-flow model. '

Suppose we are only tracking the choice of one alternative and -
suppose that 1000 consumers can be classified as being in one of five
states: (1) initial pool, (2) aware of the alternmative, its available,
but have not tried, (3) are trying the alternative for the first time,
(4) recent bad experience and (5) recent good experience. (See figure 8.3.)
Suppose from our methodology we know the trial probability, Prs for
people in state (2) and the repeat probability for people in state (4)
and state (5), Py and pg. We are given time dependent probabilities of
awareness, p,., from our advertising agency and we know that the proba-
bility of a good experience with our alternative is Pg- P1 percent of
the consumers are frequent users (every time period) and P2 percent are
occasional users (every other time period). The process is memoryless
(transitions depend only on state) and we enter the process at a random §
time but with everyone in state (1).

The macro-flow concept is simply to simulate the flow of consumers
through this process and count the number of choices per time period. An
example of this is given in table 8.1, and the resulting plot of usage

over time is given in figure 8.4.
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Figure 8.3: Dynamics-Macro Flow Model



-291-

(A

947
P
S¢
q¢
81
8T

(s)

¢LT

A
(4]
1¢
1€
¢l
¢T

(¥)

(sAep ppQ) SI9s[] TBUOTISEID()

61
61
0¢
0¢
6¢
6¢
9¢
9¢

(3¢)

(¢ 30 T o8ed) TSPOW MOT OIDEN-SOTUEULA(

LS
LS
vS
2]
1A%
1%
¥e
144

(ag)

ve
12
9S
SS
16
16
SeT
Sel
0ST
09T

Q)

96

S6
56
S6
56
S6
96
S0t
SO0T
0ST
0ST

00
(D

1]

¢9
S9
TL
gL
TL
99
0S
Ry

(s)

907 0
$61 g
8LI 9
8ST 6
VST 9T
LOT Sz
SL 9¢
%7 67
91 8s
- 8P
(v) (3g)
:1°8 91qelL

SI9s() jusnbalg

SL
18
98
16
£6
06
08
19
(A%

(ag)

0T
91
92
14
vl
TTT
9sT
002
00z

(@)

09

09
09
09
09
09
09
L9
¥8
071
002

00V
(1)

o=7

0T1=3



1T

ovt
o¢T
vet
YAl
v0T
¢8

-292-

0s
52

(s)

06S

L8Z
9s¢
a1z
LT
0¢l
88
%7
o1

(v)

0 0
9s SLT
Ly 6LT
19 181
8. 6LT
96 LT
v0T ST
PIT ST
v6 S8
87 28
(Bg)  (qg)
sTe10L

€9

£8

01T
vl
00¢
€LT
7Se
11y
0LV
0S¢

(@)

667

662

66¢
662
662
66¢
91¢
69¢
oSy
059
000T

(1)

S¢

12
8¢
8¢
ST
ST

(s)

(¢ 30 7 o8ed) TSPOW MOT OIDBW-SOTWRUA(

T¢T

(A%
9¢
9z
01
0T

()

128
Zl
A4
(A"
(A
6¢
62

(3¢)

:1°8 SIqeL

97
187
v
Ve
ve
6T
61

(ag

Y4
6<
6%
99
99
80T
80T
071
071

(@)

(sAeg usag) sias[) TBUOTISEBII)

127!

A
A1
vyl
as
A
PrT
241
08T
08T
00§
00g

(D

Q=

0T=3
6=
8=
L=

7=
I=
0=

SUTL



-293-

O
[}
N
A

<
1
m
[a¥

i
.
i}

ﬁH-aN.AM.n@.nm-

SYAILINVIVd

(¢ 3o ¢ o8ed) [SPON MOT{ OXJBN-SOTWeUA(Q

<
[}
=
(el

TeTiL

) = %

SSOUaLEMY

:1°8 SIqelL

Caw = 8 sldeacm

8v1

0ST
SLT
TLT
T02
S61
0Z¢Z
1228
I81
08

a8esn

o=]

01=3



usage/period -294-

200
150 ff
100 |
50 ¢
. . [
" I
2 4 6 8 10 time period

Figure 8.4: Dynamics—Usage Over Time

Notice in the above example that when advertising stops the
usage begins to decay. But this decay is not the fault of the advertis-
ing! The macro flow model shows that what is really happening is that
users are having bad experiences with the alternative and are thus less
likely to reuse it. If we change the probability of a good experience
from .6 to .8 then the steady state usage more than doubles (usage = 306)
even if there is no more advertising.

From this example we can see the importance of complementing the

methodology's predictions with external dynamic models.

8.6 Empirical Example: HMO Study

A simple aggregation example is to use the statistical compaction

technique of preference regression and deterministic choice.

Base Case: Preference regression was used to determine a statis-
tical compaction function for the performance measures, quality, personal-
ness, convenience, and value, relative to the choice of health care de-
livery systems. (See Section 6.4.1.) Scores on these performance measures

for each individual for each of four health care plans were determined
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by factor analysis. (See Section 4.2.1.3.) These scores for individuals
not in the M.I.T. HMO pilot program were substituted in the compaction
function and it was assumed that everyone would choose the maximum

valued plan if he was aware of it. Finally awareness was externally esti-
mated and the total values calculated. (See figure 8.5.) Re-enrollment
for those already in the pilot program was calculated from the estimated
repeat rate (92.5%) and estimates of migration out of the M.I.T. com-
munity. This resulted in a forecast of 3600 families which is just
financially sufficient to maintain the HMO. Considering the inherent risk
involved in any new service venture, the decision to expand the exist-

ing HMO could not be supported based on the initial design.

Prediction: One diagnostic from reduction was that changing
hospital affiliation would improve the perception of quality. Another
was that active media advertising could move the perceptions of personal-
ness and value for the concept up to the levels of the people in the M.I.T.
HMO pilot program. These actions were simulated by increasing the mean
of the M.I.T. HMO concept quality perception one-half the distance be-
tween the Harvard Commmity Health Plan (HCHP) and M.I.T., and the means
of value and personalness one half the distance to that of the M.I.T. HMO
pilot. Awareness under an improved marketing strategy was estimated at
85%. These results are given in figure 8.5. Sensitivity analyses were
done by varying the degree improvement and varying competition from HCHP.
The most likely forecast was based on HCHP being offered with an im-
proved M.I.T. plan. This resulted in a forecast of 4950 family enrollments

and was sufficient to make a positive recommendation to M.I.T. based on
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CASE I - EXISTING DESIGN

New Enrollment:

Number not Enrollment Estimated Estimated
now in pilot if aware awareness Enrollment
Groups HMO Number
Students 8000 X 33% X 70% = 1848
Faculty 3800 X 15% X 70% = 399
Staff 3400 X 227% X 707 = 523
Total 17,200 23% 70% 2,770
Re-enrollment:
Existing HMO Repeat Estimated to
Subscribers Rate Remain at MIT
1067 X 92.5% X 86.37% = 852
Total Enrollment = 3622
CASE II - ~MPROVED DESIGN
New Enrollment:
Number not Enrollment Estimated Estimated
now in pilot if aware awareness Enrollment
Groups program Number
Students 8000 X 42% x 85% = 2856
Faculty 3800 b d 257 X 857% = 808
Staff 3400 X 307 X 857 = 867
Total 17,200 31% 857 4,531
Re-enrollment:
Existing HMO Repeat Estimated to
Subscribers Rate Remain at MIT
1067 X 957 X 86.37% = 874

Total Enrollment = 5,405

Figure 8.5: Forecast of M.I.T. Enrollment
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the response of consumers to revised communication and design strategies.
A more complete discussion of the M.I.T. HMO case appears in

chapter 11.

8.7 Conclusion of Aggregation

Aggregation is the act of combining the individual probabili-
ties to predict group response. This chapter presented the mathematics
of aggregation, indicated how to correct for evoking, and discussed an
external dynamic model to complement the methodology.

The output of aggregation is the mean and variance of number
of people choosing each alternative as a function of design decisions.
This information is crucial in strategy evaluation, but it is not the
only information needed. The next chapter discusses the interaction
between the analytic process and the design process and indicates some

evaluation techniques.
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Chapter 9
INTERACTION WITH THE DESIGN PROCESS

The first interaction of the consumer model with the managerial
process is in evaluation (arrows A + D in figure 9.1). The prediction
of the mean and variance of the number of consumers choosing each alter-
native are critical evaluation inputs, but other factors such as invest-
ment, cost, risk, or political considerations must be integrated in a
model that results in a decision to terminate (NO), or to continue de-
velopment (ON), or to introduce to the market (GO).

It is rare that a GO decision is reached on a first cycle through
the methodology, more likely an ON decision is made and the design is
subjected to a refinement effort. One criteria for the methodology was
that it facilitate successful innovation by eliciting and focusing creati-
vity. The methodology does this in the refinement stage by providing
insight and diagnostics (arrows B + C in figure 9.1) on four levels 1)
reduction identifies how the attributes combine to form performance
measures and pictorially represents the alternatives in the perceptual
space of performance measures, (2) abstraction identifies strategically
relevant segments homogeneous with respect to perception and/or preference,
(3) compaction explicitly identifies the relative importance of the per-
formance measures, how strongly they interact, and how important risk
characteristics are in the choice process, (4) probability of choice

gives numerical implications of the scalar measures of goodness.
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Based on the insight gained from the individual choice models,
the attributes of the alternative and the '"marketing'" strategy are re-
fined. The analytic model is then used to simulate the new 'alternative.'
This process is iterated until an acceptable design is found. If neces-
sary the analyst can then take new measurements on the refined alterna-
tive and rerun the methodology to evaluate it.

This chapter begins by indicating the process of evaluation and
suggesting evaluation models. It then goes on to indicate the process
of refinement and reviews the various types of diagnostic input available

from the individual choice models.

9.1 Evaluation/Simulation Mode of Interaction

9.1.1 Process of Design and Strategy Changes

New designs and strategies can be simulated in a number of ways:

Attribute changes: Changes in the characteristics of the offered

alternative can be tested by changing the values of the attribute measures
(judgementally if rating scales rather than natural measures are used).
The calibrated reduction, compaction, probability, and'aggregation models
are then used to simulate the effects of the change on consumer choice
within each segment. For example a specific refinement such as changing
the hospital affiliation of an M.I.T. HMO can be tested by changing the
average rating on a scale of hospital quality to be equivalent to that

of an HMO which already has the better hospital affiliation (e.g., Harvard

Community Health Plan).
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Performance measure shifts: The design team may want an indi-

cation of more general changes such as the overall quality of the HMO.
These changes are modeled as judgemental shifts in the values of the
performance measures and are input directly to the compaction model.

The calibrated compaction, probability, and aggregation models are then
used to simulate the effects of the shift on consumer choice within each
segment. Such simulated shifts are extremely useful in guiding the refine-
ment effort. For example suppose that a slight shift in quality produces
a dramatic change in choice. The design team would then concentrate on
creative ideas to shift the actual or perceived quality. Another example
of a shift in the values of the performance measures might be to simulate
an advertising strategy which would bring the perception of the perfor-

mance measures up to their directly calculated values.

Evoking changes: The alternative may be fantastic, but if no one

is aware of it, or if it is not available to anyone, or if those aware
of it can not easily get more detailed information about it, it may be a
failure in the "marketplace." Advertising, sampling, distribution and
other "marketing'' strategies can be tested by simulating their effects on
the evoking rates in the aggregation model. Similarly different segmenta-
tion strategies can be tested by simulating differentially targeted designs
and strategies.

The outputs of the above changes (attributes, performance measures,
and evoking) are diagnostic from each of the individual choice models as

well as evaluative based on the output of aggregation.
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9.1.2 Data Available for Evaluation

Evaluation data is available from the analytic model, but addi-

tional "supply' data is necessary from other models.

Demand data: For each combination of design and strategy decisions
the analytic model provides estimates of the mean and variance of the
new or changed alternative. It also indicates cannibalization (taking
share from existing alternatives) by providing before and after estimates
of the share of these alternatives. Note that because the compaction
model is individual specific more share will be taken from those alter-
satives similar to the new alternative. Thus, one strategy may be pre-
ferred to another even if they capture the same share because they may
capture that share by cannibalizing different alternatives. This becomes
very important if one of these alternatives is anmother product or ser-
vice given by the same organization or if competitive effects are im-

portant.

Supply data: The prediction of demand is a crucial evaluation
input, but other factors are also needed. Separate models or estimates
of the cost of providing the alternative, the facilities and investment
required, the political considerations, and possibly competitive response
should be coupled with the analytic model to provide the inputs necessary
for evaluation. These models are external to the dissertation and will

not be described here.
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9.1.3 Models for Evaluation

Decision Analysis: Decision analysis as presented by Raiffa

[120] and used by Keeney [67] and others is a formal structuring of a
decision problem through the use of decisions trees and prescriptive
utility theory. Basically the problem is represented by a tree with
decision nodes (A) and chance nodes (0). (See figure 9.2.) At each
decision node the design team is faced with a decision among a number of
alternative courses of action represented as branches in the tree. At
each chance node a number of outcomes are possible. A probability of
occurance is associated with each branch. At the end of the tree the
outcomes, 0,, are represented by a vector of performance measures (not
to be confused with the reduced space perceptions of chapter 4) which
represent the attributes of that outcome. A multiattributed utility
function is assessed to represent the design team's preferences for the
levels of the performance measures. (The theory underlying this assess-
ment is the theory described in chapter 6 and is meant here to be pre-

scriptive rather than descriptive.) Using a technique described in

Raiffa [120], the tree is ''folded back' by calculating the expected uti-
1lity at each chance node and choosing the decision at each decision node
to maximize expected utility.

This evaluation model is particularly useful for new service inno-
vations such as the design of a health maintenance organization. The per-
formance measures might be (1) the predicted number of members, (2) the
net cost (or profit) of supplying service, (3) the fixed facilities

required, (4) a political index and any other measures deemed appropriate.
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Notice that in this case the predicted number of members is included in

addition to the resulting revenue.

Decision Quadrant: Sometimes the design team may not wish to

quantify its preferences in the form of a utility function but instead
have a pictoral representation of the outcome to act as a guide to their
decisions. Urban [145] suggests such a pictoral representation of uncer-
tainty in profit.

Suppose external models combine the demand estimates produced by
the methodology to produce estimates of the monetary benefit of the inno-
vation under consideration. Then Urban's criteria for a GO decision is
that the probability of obtaining a target discounted rate of return
must be greater than a specified level pgo’ and his criteria for a NO
decision is that it be less than some specified level, p,. Let bj be
this monetary benefit discounted at the target rate of return and let
Ij be the investment required for alternative aj. Mathematically Urban's

criteria are stated as:

Prob(b. > I.) > GO
o (bJ - J) - pgo g
Prob(b. > I.) < p — NO
J— J — no
otherwise — ON

Suppose that the methodology produces the mean, Bj’ and standard deviation,
Oj’ of the discounted benefit, then the GO decision can be witten as:
b.-b. I.-

Prob l 1
C. Z 0.
] ]

2P —- GO
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This is equivalent to

b. - I.)/o. > -t ——»(G0
(bJ J)/ ] — go

where tgo is the (pgo)th fractile of the normalized (zero mean, unity
variance) distribution of bj' This is shown in figure 9.3 for a normal

distribution where the shaded area represents pgo'

Figure 9.3: GO fractile

Similarly for the NO criterion:



These inequality constraints are straight lines and are used to partition
the decision quadrant (expected value-standard deviation space) into
mutually exclusive collectively exhaustive GO/ON/NO areas. (See figure

9.4.)

$

GO

NO

’U

Figure 9.4: Decision Quadrant

Urban goes on to suggest ways to select among two or more GO
alternatives, but what is most useful here is the very simple pictoral
representation of uncertainty that can be used as an initial GO/ON/NO
screen. This representation can prove very useful in communicating with
managers. Note that the derivation here is for discounted monetary bene-
fit, but it could just as easily have been modified for some other measure

such as a target enrollment in an HMO.
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9.1.4 Summary of Evaluation

In early screening when the choice process is not well under-
stood the decision quadrant approach is very useful because of its ease
of application and because it does not require detailed structuring of
a manager's decision criteria. Later after the initial ideas are refined,
the consumer choice process is better understood, and the manager's goals
are better structured, decision theory and utility theory are very power-
ful tools to select optimal innovation strategies.

Early in the innovation process the uncertainty as represented
by oj in figure 9.4 will be high and an ON decision will be likely. The
next section discusses how the methodology guides refinement of the inno-

vation strategy.
9.2 Refinement

The methodology is useful for early screening of ideas and later
testing of alternatives, but its greatest contribution is that it focuses
creativity by providing insight and understanding of the choice process

through a evolutionary series of diagnostic information.

9.2.1 Refinement is Guided by the Individual Choice Models

By its very nature, refinement is a creative process. Rather that
replace or circumvent the experience, insight, and creativity of the design
team, the methodology works with and guides the creative process. Although
all data is processed ét the individual level, each model in the indivi-
dual choice process provides aggregate numerical and pictoral indicators

which help the design team understand (1) how consumers perceive the

P
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alternatives, (2) what their preferences are relative to the way they
perceive, (3) what segments are relevant, and (4) how all of this effects

choice.

The design team couples this understanding with its knowledge (or

models) of the "supply' side, i.e., cost, investment, political considerations,

etc., to effectively refine the alternatives. These are then simulated
to test and update the intuition of the design team. Further data, such
as actual choice rather than stated preference, can be collected and more
complete models calibrated, if the information they provide becomes
necessary for further understanding of the choice process and strategic
refinement of the innovations. This sequential evolutionary nature of
the methodology insures that optimal use is made of collected data and
that new data is collected only when the potential benefits are worth

the added cost.

9.2.2 Diagnostics Available from the Individual Choice Models

Measurement: Although the attributes are too numerous for clear
understanding and internalization, the identification of a complete set
of attributes is useful to insure that the design team has not neglected
what could be an important effect. Measurement of average perceptions
of the attributes provides a check to see if any one or more are perceived

as particularly bad or particularly good.

Reduction: A parsimonious set of performance measures are identi-
fied, named, and measured. Their average values, presented to the decision

maker as perceptual maps, see figures 4.2 and 4.8, provide him with
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understanding of the consumer perception process which he can easily
internalize. In addition the representations of existing alternatives
and the new alternative in average perceptual space provide useful in-

sight-Pp how the new alternative is perceived relative to its competition.
l

Abstraction: Potentially a number of alternative segmentation
strategies are identified, each partitioning the population into groups
homogeneous with respect either perception or preference. These seg-
mentations prove useful in suggesting potential differentially targeted
alternatives. Abstraction prevents the design of an average alternative
which satisfies no one and encourages fitting new alternatives to pro-

mising segments.

Compaction: The primary purpose of compaction is to identify
and structure consumers' preference. Both statistical compaction and
direct assessment identify the relative importance (saliency) of the
various performance measures. This identification allows innovation
effort to be concentrated where it can best increase the ''goodness measure,'
hence the choice probability, and ultimately the market share. In addi-
tion direct assessment identifies the risk characteristics of the per-
formance measures giving the manager an idea of the relative (and absolute)
importance of reliability for each perfomance measure and for the overall
alternative. Compaction also identifies interaction effects, i.e.,

A
whether the performance measures act as substitutes or complements.

This is important in design strategy because it indicates the effectiveness
of concentrating on one performance measure versus simultaneously in-

creasing two or more. Direct assessment provides separate measures for
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these effects. (importances, risk characteristics, and interactions) but
the manager also needs a representation of the simultaneous action of
all the effects. The indifference curves of figure 6.16 provide a

pictoral representation of this which is easy to comprehend.

Probability of Choice: The main purpose of probability of choice

is to transform the goodness measures into predicted numerical indications
of choice, but diagnostically it does provide an indication of the

strength of the compaction function.

Aggregation: As mentioned in evaluation, the outputs of aggre-
gation help update a manager's intuition by providing estimates of the
number of choices for a given simulated design. An alternative strategy
would be to vary the mean or variance of one or more performance measures
to produce curves which indicate aggregate share as a function of the
level and/or reliability of a given performance measure. (Assuming com-

petion remains constant.) See for example figure 9.5.

9.3 Conclusion of Interaction with the Design Process

In summary, the methodology facilitates testing and screening
of alternatives by the evaluation step which uses the outputs of aggre-
gation. But perhaps even more important, it facilitates successful
innovation through interactions between the refinement models and the
various submodels of the individual choice process.

This completes the micro-description of the methodology. The
next chapter discusses formal tests which are applicable to the various

submodels in the methodology.
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Figure 9.5: Market Share Sensitivity
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Chapter 10
FORMAL TESTS

The proposed methodology has many steps each of which allows
the analyst to choose among many potential submodels. To make this
choice some tests are needed to indicate the relative accuracy and
usefulness of competing combinations of submodels. This chapter pre-
sents two types of tests.

Section 10.1 presents aggregate tests which act as indicators of
the accuracy of the "aggregate' predictions but do not directly indicate
the accuracy of the disaggregate, individual specific, predictions.
Section 10.2 then presenfs a test which explicitly compares the predicted
individual probabilities with the individual choice outcomes. This test,
based on honest reward and information theory, provides useful bench-
marks with which to measure both the accuracy and the usefulness of a

particular model.

10.1 Aggregate Tests

There are basically two types of aggregate tests, those which
test the rank order recovery due to compaction and those which compare

predicted group response (share) with actual group response.

10.1.1 Rank Order Recovery due to Compaction

First preference: If compaction is successful then the stochastic

preference model should closely approximate the certainty rule. Thus one
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indicator of the accuracy of compaction is to count up the number of
times an individual actually chooses the alternative which maximizes
his scalar measure of goodness. The precent of individuals doing this

is called the first preference recovery factor.

Rank order recovery: For a particular individual a compaction

model may switch first and second preference but correctly predict the
remaining rank order of preference, this is better than complete rever-
sal of rank order. The first pnreference test is not sensitive to this
effect. (Note that for this test to make any sense the observed choice
must be rank ordering of proxy choices rather than actual choice.) One
indicator of rank order recovery is to count the number of times an
individual's first preference (from rank order) is the alternative with
the largest séalar measure of goodness, plus the number of times second
preference is the alternative with the second largest measure, and so on
for the complete ranking of alternatives. The precent of times this

occurs is the rank order recovery factor.

Use: Clearly if revealed preference is used the rank order re-
covery factor is inappropriate since the observed data is insufficient,
but suppose that we have rank order data. Which test is preferred? Most
likely there will be other factors influencing choice, thus it is sug-
gested that both factors be calculated and if no model dominates with
respect to both measures professional judgement and other tests should be

used.
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Both measures can be readily computed from a

match recovery table. Table 10.1 is the match recovery table for the

statistical compaction described in section 6.4.

Rank Order Recovery with Statistical Model

Table 10.1:
Predicted Rank Order
Actual 15t pnd std 4th
Rank 15t | 90 43 22 18
Order  ,nd | oo | 45 34 | 18
| 17 | ma 76 | 36
ath | 10 21 41 | 101
15t preference (fraction) total (fraction)
matches: (.479) (.52)

Chi-squared: One weak measure of accuracy is to test rank order

recovery against a

random model. A random model based on completely ran-

dom rank ordering would result (for four alternatives) in the match

recover table 10.2.

tested against the

Table 10.1 can be viewed as a chi-squared table and

model for table 10.2.

number of individuals

number of alternatives which are rank ordered

number of individuals who ranked an alternative as
the jth alternative but for whom the compaction model

ranked as lth.
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Table 10.2: Rank Order Recovery with Random Model

Predicted Rank Order

st nd rd th

1 2 3 4
Actual 15t {25 | .25 | .25 | .25
Rank M a5 | s | Lzs | Lzs
Order 31 1 25 | 25 | .25 | .2s
s |25 | .25 | .25 | .28
15t preference (fraction) rank order (fraction)
matches: (.25) (.25)

then
2 m m (n.z-nm/mz)2
=3 ¥ .__;L___TT__
j=1 2=1 nm/m
where Xz is approximately Chi-squared distributed with m2-2m + 1 degrees

of freedom. Use a right-hand tail test, i.e., reject random hypothesis

if Xz is large.

10.1.2 Tests on Predicted Share

Certainly a necessary, but far from sufficient, test of a combina-
tion of submodels is that they accurately predict aggregate (market) share.
To see that such a test is not sufficient consider the naive probability
model which assigns to each individual the observed market share. The
expected value of the market share of such a model will always reproduce

the observed share, but such a model could hardly be considered to improve
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our understanding of the choice process. None the less such aggregate

tests do serve the useful purpose of a sieve to remove bad models.

Least squares: For aggregate shares both the predictions and

observations are real numbers in the interval [0,1]. Thus, the tradi-
tional least squared error test is not inappropriate, i.e.,
0

ms 0+ [ms.0 - ;|7
J J

where msj observed share of alternative aj

A
ms.

j predicted share of alternative aj

Of course one may or may not wish to weight the squared terms by msj0
and one may wish to use some power other than squared, e.g., absolute

deviation.

Chi-squared: The predicted market share can be viewed as a
hypothesized frequency distribution and compared against the model of
observed choice being drawings from a Bernoulli population with proba-

bilities equal to the predicted market share. I.e., let

n = number of individuals
nj = number of individuals choosing alternative aj
msj = predicted share of alternative aj, msj e[0,1]

then
, M (n - nems. )
X = Z ____.__—J—
S j=1 nems.



-318-

where XS2 is approximately chi-squared distributed with m-1 degrees of
freedom. Use a left of threshold test, i.e., do not reject hypothesis

if XS2 is small.

10.2 Disaggregate Tests

The aggregate tests serve the useful purpose of screening out
particularly bad models, but they are not consistent with the fundamental
disaggregate philosophy of the methodology. What we need is a test which
is sensitive-on an individual level-to the explicit comparison of the
predicted choice probabilities with the observed outcomes which are 0-1
events. (I.e., an individual either chooses alternative aj or he does
not.) Still since competing submodels are to be compared, the test must
produce a single measure by which to rank models.

This section begins by showing the inappropriateness of tradi-
tional tests. Based on these shortcomings a number of formal criteria
are identified which imply a unique set of tests with easily interpretable

"benchmarks."

10.2.1 Traditional Tests

Least squares: Perhaps the most traditional test is the least

squared error test. In this case, unlike in section 10.1, it would be

applied to indivdiual predictions, i.e.,

1 if individual i chooses alternative aj
let .. =
1) 0 otherwise
pij = Ps(aj|Ei)
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n = number of individuals in the sample
then

J
£ (8;:Pi-
e (6;57P;5)

s = 2

=N
™
b
)
11
=N
n~Ms

i=1 i

Although ? Jij ? Pjj ~ 1 for all i, the data are of different types;
dij is discrete 0 or 1 while Psj; is continous between 0 and 1, i.e.,
(0 < pij < 1). Thus we begin to wonder whether such a formulation can
accurately test individual outcomes against predicted probabilities.

Let us examine! the test in terms of a television weatherman,
whom we shall call Dylan. Now Dylan was trained at a great eastern
technological school and can come up with probabilities, p; © (pil’piz""
piJ)’ which he feels truly reflect his best predictions for the J states
of tomorrow's weather. Dylan's employer knows Dylan is risk neutral
with respect to salary and plans to pay Dylan a bonus. This bonus is
to be based on the probabilities Dylan announces on the 6:00 news,
q; = (qil,qiz,..., qu), and the next day's weather, dij = 1 if state j
occurs, 0 otherwise. If the bonus is (J - lsi), should Dylan announce
4 =p; ?

The answer is no! He should not announce the values he believes!
Consider the following.

Since Dylan is risk neutral, his appropriate criterion is to
select q; to minimize the expected value of %s;. For the least squares
test this is:

E[lsi] =
j

n ™My
—

pyj * [0 - q)° + 10 430"
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By explicitly writing out this expression, adding the constraint

pX qij = 1 with a Lagrange multiplier, and by differentiating
j
E(lsi) + v [Z qij - 1] with respect to Q1 for all k, it is possible to
show that Dylan's choice of a4 should be to set qij = 1,0 for the weather
state with the highest probability (max {pik}) and qij = 0.0 for all

k
other states. Since this test causes Dylan to give dishonest answers when

the criterion is to optimize the expected value of the test, we will call

2s dishonest.?

Maximum score: Another intuitive test is to simply count up

the number of correct predictions. That is count up the number of
times an irdividual chooses the outcome which was predicted as having
the highest probability. This test, which is equivalent to the

first preference aggregate test (since probabilities are monotonic

in compaction values). is unsatisfactory for a disaggregate test
since it has poor discriminability, i.e., it gives exactly

the same ''reward" if the predicted probability was  .5001 or

.9999.

Chi-squared aggregate tests: Section 10.1 proposed two aggregate

tests based on the chi-squared distribution. Both tests are theoretically
sound and are useful screening tests, but neither test is sensitive to
the comparison of individual probabilities and outcomes and neither test
provides particularly strong measures with which to rank competing models.
Thus, we see that some test must be designed which is honest in
the expected reward sense, discriminates well, and is sensitive to indi-

vidual predictions and outcomes. The next subsection formalizes these
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criteria.

10.2.2 Criteria for Disaggregate Tests

(The first five criteria stated in this secticn were formalized

by Raiffa [119], they are restated here in terms of our notation.)

Criterion 1, disaggregate: Clearly the test must be sensitive

to the individual predicted probabilities P; and the individual outcomes,
é; = (659, 6i2""’ GiJ). We will consider tests which give a ''reward",
r(Ei, éi)’ to an each individual choice event and sum these over the

population, i.e.,

Criterion 2, honesty: As stated earlier the probabilities the

model gives, q;, must be equal to the probabilities it believes, p;-
In other word the believed expected reward, E(R), must be maximized
when q4; =Py where:

E(R) = I Lp .-r(gi, aj chosen)

ij Y

Criterion 3, relevance: If aj is chosen and that is all that is

observed then the reward given to that outcome should only depend on pij

not on the entire vector of probabilities, p;- Formally:

r(E_i,aj chosen) = rj(pij,aj chosen)
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Criterion 4, invariance: One of the desirable properties of the

probability model was that it be symmetric (section 7.1.1). It is de-
sirable that the reward function exhibit a similar property, that is,

if Pii = Pik then the reward should be the same whether aj or a, is chosen.

j k

Formally:
rj(pij,aj chosen) = rk(pik’ak chosen)
or in other words drop the subscript on r:

rj(pij,aj chosen) = r(pij,aj chosen)

Criterion 5, strong discriminability: If our weather man, Dylan,

tried to predict the exact temperature and got it correct he would
expect a higher reward than if he just tried for the range. Similarly
suppose a person had a hierarchical decision process, that is he first
chose the type of health care delivery and then the plan or doctor. We
would want to give a reward first for prediction of the type of delivery
system and then for the exact plan or doctor. Furthermore we would
want a reward which is higher for the composite prediction (delivery and
plan) than the sum of the rewards for the parts of the prediction.
Stated mathematically r(plj, dlj =1) + r(pzk, 62k = 1) should be
monotonically increasing in the probability of the composite event (Think
of the subscript i = 1,2 as indexing days for Dylan, individuals for
us). In the case of an independent model (section 7.5) the probability

of this composite event is pleZj‘ Formally:

r(pij’ Ql) + r(hk’ éh)
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is m one increasi in p.. .
is monot creasing pljphk

Criterion 6, benchmarks: To Raiffa's formal criteria add the

following informal criterion: 'The test should provide reasonable rules
of thumb, or benchmarks, with which to get an intuitive feel for the

relative accuracy and usefulness of a probability model, p(ajlgi)."

10.2.3 Formal Tests: Theory

Honest reward functions: Based on the first five criteria,

Raiffa [119] identifies a test which satisfies them and he shows that

this test is unique to a positive linear transformation. Formally:

Theorem 10.1 [Raiffa]: There exists a unique reward function satisfying

criteria 1,2,3,4, and 5. It is given by
r(gi, aj chosen) = A log pij + B

where A,B are constants and A > 0.
All that remains is to chose the constants A and B to satisfy

criterion 6, that is to provide useful benchmarks.

Information Theory: The probability model, p(ajlgi) for all j,
can be viewed as an information system. In other words the ''observable
occurence,'" i.e., the "outcome' or exact value of ;> is providing infor-
mation about "unobservable events,' i.e., about the choice outcome,
a.cA. Thus we can use the information measure, I(aj,gi), (Gallagher -

[42])to quantify the information provided by g5 Formally:

P(a-lgi)

I(aj,Ei) = log pfa_y

J
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where p(aj) is the prior likelihood of the outcome, aj chosen.
Now the information criteria does satisfy criterion 6 in that
it provides benchmarks. The first benchmark is the expected information

provided by the model, I(A,C), where:

p(a.lc.)
I(A,C) = I I .c) 1 —1
( ’ ) c.eC J P(aJ:_El) og '—p@_
i

with p(aj,gi) the joint probability of an '"observation'' of < and an
"event," aj chosen.

Another benchmark is' the total uncertainty in the system which
is measured by the prior entropy, H(A), where:

H(A) = -X p(a;) log p(ay)
j

The prior entropy measures the uncertainty before ''observing" S After
observing S the uncertainty is reduced to the posterior entropy, H(A|C),
where
H(A|C) = -Eigc ? p(a;,c;) log playlc;)

It can be shown (Gallagher [42]) that the amount by which <5} reduces the
entropy is exactly the expected information provided by C, i.e.,
H(A) - H(A|C) = I(A,C). Thus, even before the empirical reward is calcu-
lated the '"usefulness' of the model can be calculated by comparing the
expected information, I(A,C), to the entropy, H(A).

Note that for a sample of n individuals we can use p(aj,gi)
= p(ajlgi)p(gi) by setting p(gi) = (# of times ¢4 occurs)/n and by setting

p(aj) either equal to the observed market share fraction, msj (naive
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model), or equal to 1/(# alternatives) (equally likely model), or to
any other prior belief on p(aj). For comparing p(ajlgi) against the

naive model:

p(a.|c;)
I(AC) = I Z(l/n)p(ajlgi) log __ﬁ%_—l—‘ equation 10.1
1] j
and
H(A) = -z msj » log (msj) equation 10.2

]

Note that since 0 < msj_i 1, H(A) is positive.

The accuracy of the model is then calculated by comparing the
empirical information, I (observed), with the expected information. To
compute the empirical reward use the 5ij notation where dij = 1.0 when

individual i chooses alternatives aj and dij = (0 otherwise. Then

p(a;|c.)
I(observed) = (1/n)I & aij log __Eéf:jL‘ equation 10.3

ij j
Equivalence: So far the honest reward function satisfys criteria
1-5 and the intuitively pleasing information measure satisfys criterion 6.
Which one is better? Fortunately the decision need not be made since
the observed information, .I(observed), is an honest reward fumction.

This is shown by the following simple theorem:

Theorem 10.2: The observed information measure, I(observed) is an honest

reward function as specified by theorem 10.1.
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Proof: For an honest reward function measuring the accuracy of the

probability model, p(ajlgi), the group reward, R, is given by:

R = i: :Z,I 6ij [A log p(aj|gi) + B]

choose A = 1/n and B = H(A) = -& ms, log msy
k

Then:

=
It
~
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N
=
—
He ™M
. ™
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1
e ™
—. ™
O

i ms; log ms,.
but

LI 61. r ms, log ms, = Lz ms; log mS,
ij k
=L I (1/n) 6ik log Sy
ik
thus switching the index k back to j and collecting terms gives:

R=(/mIzs. (1 |c.) - log ms,
(/n)ij ij (log p(ajlc;) - log msy)

which is just I (observed) since log p(ajlgi) - log msj is equal to

P(a;lc;)
log —pa——
j

Monotonic in likelihood ratio: An additional useful property of

I(observed) is that it is monotonic in the likelihood ratio of the pro-

bability model to the naive model. To see this notice that I(observed)



-327-

can be rewritten as:

e
=3

I(observed) = (1/n) log

=
. Reads
| = Y | e Y NP}
—
—
Ll

n=3n

I

[ N
—
(-

8- -
Notice that X I equals X if 5ij = 1 and equals 1 (and thus drops out

of the product) if 6ij = 0. Thus the quantity in brackets is indeed one
form of a likelihood ratio.?

10.2.4 Formal Test: Use

Step 1, calculate the entropy: This first step sets up a goal

because not only is the entropy, (equation 10.2), a measure of our prior
uncertainty but also a measure of how well a perfect model would perform.

A perfect model would assign pij =1 if aj is chosen and pij = 0 other-
wise. In other words deterministic prediction. To see this substitute

p(ajlgi) = aij into equation 10.3:

85
I(observed)

1
j o8

o

(1/n) 2 % 8,

1] J

(1/n) ;(# times aj chosen) (-log msj)

]
+ (1/n) Z(# times a. not chosen) * 0 + log 0
j ) ™5

-z ms. log ms. = H(A)
j ] J
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Where the last substitution is made recognizing 1im (x log x) = 0
x+0

and msj = (# times aj chosen)/n. Note that in calculating the entropy
the analyst has a choice of using (1) prior observed market share,

(2) posterior observed market share, (3) prior belief on the market
share, (4) predicted market share, or (5) equally likely share, i.e.,
msj = 1/J. The interpretation of the test then depends on the analyst's

choice of msj.

Step 2; calculate the expected information: This second step
tests the usefulness of the model because the expected information,
(equation 10.1), measures how much uncertainty the model p(aj|gi) reduces.
Thus a comparison of I(A,C) with H(A) gives the percent of uncertainty
reduced or, in another interpretation, the percent of information

provided.

Step 3, calculate the empirical information: This third step

tests the accuracy of the model, because if p(ajlgi) is the best measure
of choice based on S then I(A,C) is the true expected value of I(observed).
Thus for a large sample by the weak law of large numbers (Drake [29]),

we expect I(observed) to be close to its expected value."

Step 4, pictoral representation: A one-dimensional plot as in

figure 10.1 is useful in visually assessing the usefulness and accuracy
of the model. Notice that the 0-point is explicitly plotted for com-
parison. This is to provide a visual comparison of the ratio of I(A,C)
to H(A), and because any model with I (observed) less than zero is

counterproductive in the sense that it does worse than the naive model.
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Step 5, comparing competing models: The model with the larger

I1(A,C) is the more useful model, as long as I (observed) is close to

1(A,C) for the model. (Note: depending on his interpretation the analyst
may wish to use I(observed) as the measure with which to rank the model.)
Comparing I(A,C) to H(A) is analogous to comparing R2 to 1.0 in regression,
except that information and entropy are 'natural" measures and satisfy

the six criteria of section 10.2.2. Comparing I(observed) to I(A,C) is

somewhat analogous to an F-test in regression.

10.3 Conclusion of Testing

This chapter presented two basic types of tests. The aggregate
tests screen out particularly bad models and give managers confidence in
good models, while the disaggregate test considers the fundamental individual
specific prediction of the methodology. In any application these tests
should be used to complement each other and act as inputs to the choice
of models. The ultimate choice is left to the judgement of the analyst
who can implicitly consider external effects which no test can statis-

tically measure.
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Chapter 11
CASE STUDY: THE DESIGN CF A HEALTH MAINTENANCE ORGANIZATION

The emphasis of the - .ding chapters has been with the tech-
nical detail of the various models in the methodology. In each chapter
some of these models, especially the new models, were illustrated on
data collected to aid in the design of a health maintenance organization
(HM0) for the MIT Medical Department. These empirical examples are
summarized in this chapter. Presenting them together illustrates the
interrelationsnips of the various modules in the methodology and indicates
how they combine to form a useful consumer response model. Section 11.1
summarizes the empirical experience on two separate paths through the
methodology and section 11.2 relates the empirical experience to the

managerial issues of the case.

11.1 Summary of Empirical Experience

The empirical studies done for the M.I.T. HMO case can be summa-
rized by two parallel paths. See figure 11.1. Path 1 is a typical
implementation based on statistical compaction across individuals. Path 2
is a typical implementation based on an individual specific compaction
(assessment)! technique. Both paths use the same consumer observation

models.

1This empirical study was jointly done by Glen Urban and John Hauser.
This chapter is similar to that presented in Hauser and Urban [56].
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Common Models =

Consumer observation (Chapter 3): The first step was to

identify the choice alternatives and the attributes consumers use to
describe those alternatives. Preliminary open-ended surveys, focus
groups and triads were used in the HMO case. The evoked set consisted
of three concept statement< (figure 3.2), a new M.I.T. HMO, the Harvard
Community Health Plan, and a mythical Massachusetts Health Foundation,

as well as the existing pattern of care. The attributes were represented
by 16 five-point agree/disagree scales identified by consumers as rele-
vant to their choice of health plan (figure 3.6). The consumers rated
each plan on the 16 scales, stated rank order preference, and answered

demographic and pattern of care questions (mailed survey in appendix 1).

Path 1: Statistical Compaction and Complementary Models

Reduction (Section 4.2.1.3): The 16 scales were too numerous to

give any useful insight on perceptions or preference, thus these attri-
butes were reduced to a set of underlying performance measures. Common
factor analysis (figure 4.7) identified four performance measures as being
relevant to health care: quality, value, personalness, and convenience.
For input into later models, estimates of these measures were determined
for each individual for each plan, but to commmicate with management
perceptual maps (figure 4.8) representing the position of each plan were
determined based on the average factor scores. These maps proved useful
in identifying needed improvements in hospital affiliation and in com-

mmication strategy.
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Abstraction (Section 5.2): There is a fundamental paradox in

abstracting segments when statistical compaction is used. One would

like to abstract based on the preference parameters, but the preference
parameters can not be determined until statistical compaction is done
within segments. Thus segments must be abstracted by indirect means.

In path 1 two techniques were tried, cluster analysis on perceptions and
AID analysis with preference vs. demographics. Cluster analysis (Section
5.2.1) was unsuccessful in explaining more variance on the empirical
sample than it could on a random sample. AID indicated that an individual's
previous pattern of care effected his choice of plans, but the results
were not very strong. A less formal abstraction method is pfior beliefs
and strategic relevance. In the HMO case segmentatioﬂ by student-staff-
faculty was tried and the results of statistical compaction did not dis-
pel these beliefs. (Statistical compaction was also done with segments
based on pattern of care. The results were not significantly stronger

than those based on student-staff-faculty.)

Compaction (Section 6.4.1): The statistical technique used in

the HMO case was preference regression with the dependent variable rank
order preference and the explanatory variables the factor scores of
quality, value, personalness, and convenience for each individual for
each plan (tables 6.1 and 6.2). Overall, quality and value were found

to be most important but they did not dominate personalness and con-
venien;e. When the regressions were done within segments it was found
that significant variation did occur with faculty most concerned with
quality, students with value, and staff with personalness. This suggested

management might consider offering a variety of plans or using different
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commumnication strategies within segments. Together the segment
regressions had a first prcference recovery of 48% and a rank order

recovery of 52%.

Probability of Choice (Section 7.2): As of this writing the

statistical compaction values have not been formally linked to proba-
bility of choice. Potential models for this are the recursive binary
logit formulation, the multinominal logit model, or the empirical

Bayesian model. An interim approach is to use rules of thumb such as
using the compaction values to rank order the plans for each individual
and assigning probabilities based on rank order alone. These are obtained
by comparing stated rank order preference to predicted rank order pre-

ference.

Aggregation (Section 8.6): Aggregation was performed in the HMO

case by using the preference regression models with corrections for
awareness and with corrections for comparison of the base case predictions
with actual choice (figure 8.4). Judgemental shifts in the mean values
of the performance measures predicted that an M.I.T. HMO with the exist-
ing design would just break even, but if hospital affiliation and com-
munication strategy were improved enough enrollment could be expected to
justify the risks. This completes path 1; the managerial issues of the

case will be discussed in section 11.2.

Path 2: Compaction by Direct Assessment and Complementary Models

Reduction (Section 4.2.1.3): Path 2 also begins with factor

analysis, but directly measures each individual's perceptions on the

reduced performance measures. This is necessary because the individual
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specific compaction functions are assessed with respect to direct
perceptions. The factor scores can then be correlated to the directly

measured perceptions.

Compaction (Section 6.4.2): Using a personal interview question-

naire (appendix 2) based on the axiomization of section 6.2, individual
specific compaction functions were directly assessed for a random sample
of M.1I.T. students. Quality and value were again the most important but
with personalness and convenience also significant (table 6.3). The
students viewed the performance measures as substitutes rather than com-
plements and they were risk averse with respect to all of the measures
(table 6.3). Although the preference parameters are kept individual
specific for prediction, their mean values were used to produce indifference
curves to indicate how much quality and convenience are necessary to
support a given price level (figure 6.16). The assumptions necessary for
the multiplicative form were satisfied in 39:64% of the cases and approxi-
mately satisfied in 66-89% of the cases (table 6.4). The first preference
recovery was 49.5% and the rank order recovery was 47.4% (table 6.5). This
first experiment indicates the potential feasibility of direct assessment

and the appropriateness of a stochastic definition of preference.

Abstraction (Section 5.2.1): Individual specific compaction makes

it possible to directly abstract segments based on homogeneity of pre-
ference parameters. These segments can be abstracted by using cluster

analysis on the preference parameters. This has not yet been done.

Probability of Choice (Section 7.3): The empirical Bayesian model

was formulated especially to be compatible with direct assessment of
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compaction functions. This model has not yet been calibrated on the

HMO data, but section 7.3.5 presents an empirical example calibrated on
constant sum paired comparision data collected prior to introduction of
a nationally known aerosol deoderant. This calibration indicates the
feasibility of the technique and illustrates that significant information
about choice is carried in the full vector of compaction values rather

than just in their rank order.

Aggregation (Section 8.1,8.2, and 8.3): When the choice probability

model is calibrated for the HMO case, aggregation will be done using the
central limit theorem with corrections for evoking. New alternatives
will be tested by using the individual compaction functions as a simulated

consumer pool.

Comparison of Paths 1 and 2

Path 2 has the relative advantages of axiomatic identication of
functional forms, individual specific preference . parameters, and abstrac-
tion based on the individual parameters. Its main disadvantages are that
it requires extensive individual specific measurement and has no structure
to explicitly deal with measurement error. Path 1 has the relative
advantage of easier measurement and a proven method of compaction within
a segment, but it does not provide irdividual specific parameters and is
limited to abstraction by indirect means. Both paths provide useful in-

sight to the managerial design team.




-338-

11.2 Managerial Issues

A health maintenance organization is a very appealing concept.
For the consumer it could mean more convenient, higher quality care with
less financial risk. (It features preventative care, attracts good
doctors, has specialists available, guarantees service for a fixed monthly
fee, has a central facility, makes it easier to get the right doctor, and
is open long hours.) For the staff it could mean guaranteed income with
shorter hours, more peer contact, and freedom from minor administrative
chores. For the organization itself, the stable revenues enable centralized
manpower and financial planning. Despite these advantages an HMO repre-
sents considerable risk to the organization because it requires signifi-
cant investment and long term planning and because of the uncertainty
in consumer enrollment. Thus, an organization needs consumer response models
to predict enrollment. Furthmere an HMO is not a simple product, it is
a complex service which may be a success or failure depending upon how
well it is designed. To develop a 'best'" design an organization needs
a diagnostic consumer modei. Thus, both predictive and diagnostic models
were needed to analyze a decision by M.I.T. to expand its HMO from a '
pilot program of roughly 1000 families.

The methodology in its evaluation mode is a predictive model.
New enrollments were estimated based on stated preference and intent and
upon estimated awareness. These together with estimates of re-enrollment
and estimates of migration out of the M.I.T. commmity forecast a total
enrollment of 3600 families (see figure 8.4). Since this was just finan-

cially sufficient to maintain an HMO, the inherent risk indicated that



-339-
a decision to expand the existing pilot HMO could not be supported
based on the existing design.

However, the research demonstrates clearly the existing pilot
was not the best design. The individual choice models provided useful
diagnostics which suggested design changes. Reduction identified the
need for aggressive communication to close the gap between perceptions
and performance and for a change in hospital affiliation. Compaction
emphasized the importance of quality but cautioned that value, convenience,
and personalness should not be neglected. Abstraction suggested either
a variety of plans or different commmication strategies within seg-
ments. The combined models also showed that students as well as staff
and faculty represented a potential market and that most likely students
were needed to ensure sufficient enrollment for financial viability.

The individual choice models were then used to simulate these
design changes. These simulations indicated that an improved design
would attract sufficient enrollment even under competitive pressure from
Harvard Commmity Health Plan (See Section 8.6).

M.I.T. is now expanding its HMO to meet the indicated need and
more aggressively marketing its HMO to faculty, students, and staff as
facilities become available. These decisions were aided by the model but
were also the result of other considerations. For example, M.I.T. could
not simply change its hospital affiliation because of the need to have its
doctors accredited at the hospitals. Besides the M.I.T. hospitals are
quality hospitals, just not perceived as such. Thus the strategy is to
make more visable use of the better Cambridge hospital and actively com-

mmicate its quality. Other considerations such as financial risk were
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also important in the decision to expand at the existing facility rather
than build a new facility.
Based upon this initial application it appears that the methodo-
logy is relevant to the management of innovation and can be useful in
improving designs of new products and services.

~
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Chapter 12
CONCLUSION

An important strategic problem faced by both the private and
the public sectors is how to design and introduce innovative products
and services. Such innovation is linked to increased effectiveness and
productivity, but often represents a high risk to the organization since
the success or failure of innovation is dependent upon consumer response.
A methodology which models consumei response and is compatible with the
managerial decision process is necessary to increase the rate of success

in innovation.

12.1 Summary

This dissertation has presented a model based methodology to
improve the effectiveness of the design and implementation of innovative
products and services. The methodology couples a consumer response pro-
cess based on state-of-the-art knowledge in the fields of psychometrics,
utility theory, and stochastic choice theory, with a parallel managerial
design process which encourages effective integration of model outputs
into creative design efforts. The design process consists of idea
generation, evaluation, and refinement, while the consumer response pro-
cess is based on consumer measurement, models of the individual choice
process, and aggregation of individual choice predictions. The consumer
models aid idea generation and refinement by providing diagnostics on

consumer perceptions, preferences, choice, and segmentation. They aid
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evaluation by providing numerical predictions of consumer choice.

The preceding chapters have discussed in detail the various
models in the methodology by presenting a formal development of the
issues and a review and exposition of relevant existing models. In
addition new models were introduced which promise to prove useful in
modeling consumer response. Many of the models were illustrated by
application to consumer data collected to support the design of a new
health maintenance organization (HMO) at M.I.T. After a formal discussion
of tésting techniques for the models, the managerial design implications

were illustrated by application to the M.I.T. HMO case.
12.2 Contribution of the Research

The development of this methodology which is presented in Hauser
and Urban [56] and repeated in this document is a first test of a set
of complementary models which are oriented towards aiding the creative
design and implementation of innovation, Besides the methodology itself,
which is a useful commmication device to bring together diverse models
in psychometrics, utility theory, and stochastic choice theory to solve
an important problem, this joint research has produced (1) new measure-
ment instruments to allow mass direct assessment of consumers' compaction
functions, (2) the use of psychometrics to get a complete and parsi-
monious set of performance measures to make mass assessment feasible,
(3) a method of directly abstracting segments based on preference,
(4) a stochastic interpretation of preference and (5) an empirical
Bayesian model which computes choice probabilities based on compaction

values. Perhaps most important, these new techniques were demonstrated
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by application to the empirical problem of design a new HMO.

This dissertation contains much of the formal theoretic develop-
ment necessary to support the new models in the methodology. Chapter 6
defines a form of stochastic preference and identifies a psychological
choice axiom which together with a restatement of the von Neumann-
Morgenstern axioms establishes an isomorphism between utility theory and
compaction theory and makes possible the application of prescriptive
choice theorems to descriptive choice. These '"utility' theorems establish
the existence and uniqueness of a cardinal compaction function, identify
relatively simple functional forms, and establish measurement techniques
to assess the parameters of these functions and to verify the assumptions
necessary for these forms. Chapter 7 presents the formal development
of the empirical Bayesian model based on rank order events and 'tuning'
of rank order probabilities. The model is shown to be consistent and
thus asymptotically independent of any peculiarities in a data set.
Chapter 8 shows that with little additional effort the central limit
theorem can be used to determine variances and covariances of total choices
in addition to the means. Chapter 10 presents the formal development
of an information theoretic/honest reward test for the methodology. The
advantage of this test-is that it compares predicted probabilities and
observed outcomes on an individual level and provides useful benchmarks
with which to judge the model being tested.

This dissertation also briefly summarizes existing models in
psychometrics, utility theory, and stochastic choice theory. The formal
definitions in chapters 3 through 8 and the common notation used in the

presentation of the issues and mathematics of the models enable
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practitioners to compare the models and to choose that set of comple-

mentary models which is best suited for the problem to be solved.

12.3 Suggestions for Future Research

Further work is suggested in theoretical development, empirical .

comparison of models, and in application.

Theoretical Development

Perhaps the most crucial theoretic development needed is an
explicit modeling of error sources in direct utility assessment to
feasibly handle complex functional forms such as multiplicative or
quasi-additive with concave (risk averse) conditional utility functions.
It is possible to model the error sources with integral equations
(chapter 8) and under strong assumptions develop analytic models
(McFadden [93]), but for complex utility functions these equations be-
come too complex. Furthermore, the direct assessment techniques develop- —_—
ment in chapter 6 exactly specify the utility function and leave no

degrees of freedom for estimation. Maximum likelihood techniques to

estimate these complex functions based on feasible redundant measurement —
would be extremely useful and most likely increase the accuracy of the E
methodology.

Two serendipitous results of direct assessment in the M.I.T.
HMO case were that importances seemed to be correlated with risk aversion
and that individuals were more risk averse with respect to X2 if the
levels of Xi were reduced. Both of these are intuitive results brt L
current utility theory has no way to incorporate these into a utility
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function which can be feasibiy assessed.

The von Neumann-Morgenstern axioms and the psychological axiom
together imply weak simple scalability. This means that hierarchical —_—
choices must explicitly be modeled and that the effect on choice of
similarities among alternatives in the choice set is not explicitly
modeled. Because utilities and probabilities are modeled on the indivi-
dual level, aggregate choice will be sensitive to similarities, but none-
the-less an explicit modeling on the individual level could provide
managerial insight. A useful direction to follow is Tversky's [143]
elimination by aspects or McFadden's [94] random utility model in which
the distribution of the disturbance term is dependent upon the perfor-
mance measures of the alternatives. (See also Manksi [99].) —

The HMO case used common factor analysis across individuals and
stimuli as a first reduction technique, followed by individual specific _
remeasurement of perceptions. Linkages between the factor scores and
direct perceptions required heuristic functions. A completely idiosyn-
cratic reduction technique, compatible with direct compaction assessment
and based on feasible individual measurement would prove useful. At
present it is possible to use Ting's[140] theory of value functions to
define parsimonious sets of individual specific performance measures,

but the measurement costs are still too high for use in mass assessment.

Empirical Comparison of Models for the Methodology

The methodology was formulated to be modular to allow the inter- .
change of various models for each step. Since each model has its rela-

tive advantages and disadvantages, direct comparisons of the models are
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needed to guide the analyst in choosing the model appropriate for the
problem. Data is being collected! which will enable the comparison of
compaction by utility theory to that done by conjoint analysis, pre-
ference regression, and multinominal logit theory. At the probability
of choice phase, the information theoretic/honest reward test will be
used to compare the empirical Bayesian, the binary logit, and the multi-
nominal logit probability models. A test of aggregation techniques
with respect to the multinominal logit model is contained in Koppleman

[80].

Applications

The methodology is being tested and elaborated on in several
real decision environments. It is currently being used to study the
consumer response to possible repositioning of the master of science
program at M.I.T.'s Sloan School of Management, to the design of
financial service packages, and the positioning of new frequently pur-
chased consumer products (antacids, personal care products, and pain
relievers). Other high potential uses are being explored in the design
of banking services, the improvement and understanding of consumer re-
action to new transportation modes such as Dial-a-Ride, and the mar-
keting of preventive health services. Unexplored uses exist in the
design of prepaid legal aid, the design of umified services for the
elderly such as food,'recreation, and medical programs, and in the design

of day care centers. Perhaps parts of the methodology could also be

adapted to industrial marketing.
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Empirical experience to date indicates that the theory pre-

sented in this dissertation can be applied through the normative meth-
odology and that this methodology can help managers to create new pro-
ucts and services, to understand consumer response to innovation, and

to reduce the risks of failure.
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FOOTNOTES

Chapter 1

In practice, the "utility' function used by choice theorists
contains socio-economic variables. This allows it to vary
across segments even if its parameters do not.

The methodology has been previously published in Hauser and
Urban [56].

Chapter 2

no footnotes

Chapter 3

1.

A follow-up mailing was used to encourage respondents to com-
plete the questionnaire. Statistical comparison indicated
there was no significant difference between the first wave and
the following wave.

Chapter 4

1.

Since the evoked set varies by individual, there will be N-J
colums where J is the average evoked set size.

2. Commonalities were defined by iteration with the BIOMED statis-
tical routines. 40% of the variance was common. Principal
components analysis yielded a similar interpretation of factors
and factored 55% of the total variance into the four factors.

Chapter 5

no footnotes

Chapter 6
1. The redundant notation, c({y,z}) is changed to c(y,z) when the
meaning is clear from the context.
2. This term is due to Keeney [70].
3. Parts of this section are strongly influenced by Kaufman [66].
4. This is the general quasi-additive form.
5. This term is due to Keeney [70].



10.

11.

12.

13.
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This is possible since {Xl, Xj} p.i. XT?' The performance

measures have been renumbered appropriately.
If x kj > 1 then K € (-1, 0), if & kj =1 then K = 0, and if

I kj < 1 then K € (0, ). Restricted to these ranges, the

normalization equation hac only one real root.

Fits in the range .1 to .2 are reported in Sheth and Talarzyk
[129], but Bass and Talarzyk [9] report correct predictions
of first preference by linear attitude mode in the range of
.63 to .75.

e
Tversky [144] defines a set of regular extensions > of >

The axiom then states‘;hat there exists at least one regular
extension such that alg a does not hold for at least one a.

To produce a preferential compaction function, first preference
was set equal to 4.0, second preference 3.0, third preference

2.0, and fourth preference 1.0. Ties were handled by averaging
e.g., a first-second tie received 3.5 for each.

To account for individual scale differences, factor scores were
normalized across plans for each individual.

The functional form is flexible. If Py > -5 then T, >0 and

g <0 and the
individual is risk prone. If Py = -5 then the utility function

the individual is risk averse. If Py, < .5 then T,

is linear in Xl and the individual is risk neutral.

Points were generated with a computer program developed by
Sicherman [130]}.

Chapter 7

1.

A diary of choices kept by a consumer which is useful in moni-
toring choice behavior over time. (Massy, Montgomery, Morrison
[102]).

Depending upon interpretation, perhaps perceptions of the per-
formance measures.

The integrals in this section expand upon those in Keeney and
Lilien [74a] and in McFadden [93].

Even if a few consumers choose more than one alternative the
observed probabilities will most likely be arbitrarily set to
1/2, 1/3, etc.



-362-

5. The number of parameters required by many distributions is not
linear in the number of variates, v. For example the multi-
variate normal distribution requires v parameters for the means
and v for the variances, but (1/2)v(v - 1) for the covariances.
In many cases, orthogonalization of effects reduces the multi-
variate conditional distribution. Such a product is linear
in the number of its parameters. See, for example, the empiri-
cal calibration of section 7.3.3.

6. For example, the beta distribution used in section 7.3.3.

Chapter 8

1. If the design changes are significant, remeasurement may be

necessary.
Chapter 9

no footnotes

Chapter 10
1. This is a variation of an example due to Raiffa [119].
2. Term due to Raiffa [119].
3. Although it is not a generalized likelihood ratio. See Mood
and Graybill [109] pages 286, 298.
4. I(observed) is the average value of the information measure.
The weak law of large numbers states that a sample mean con-
verges to its expected value. This can be shown by the
Chebyshev inequality. See Drake [29] pages 204-207.
Chapter 11
1. Conjoint analysis can also be individual specific.
Chapter 12
1. This data is being collected as part of a study for possible
repositioning of the master of science program at M.I.T.'s
Sloan School of Management.
2. The applications to financial service and frequently purchased

consumer products are being done by Management Decision Systems,
Inc.
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APPENDIX ONE

First Questionnaire

Mail Survey of 1000
M.I.T. Faculty, Students, and Staff

(actual survey was printed on one side of the page only)
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April, 1974
Dear Member of the M.I.T. Community:

Good health is important to all of us. Today many changes
are taking place to improve medical care. One of the most important
is the increasing role of consumers in the planning for health service
delivery. In order to better reflect patients' needs, new ways for
consumers to express their feelings are being developed. The
enclosed questionnaire is part of a research effort to determine health
care requirements and desires of consumers such as you.

Your name has been selected at random to be part of this survey of
health care attitudes and preferences in the M.I.T. community. The
number of people being asked to participate is small,so your answers
are very important. The results of the survey will also be used by the M.I.T.
Medical Department to remain as responsive as possible to the needs of
the M.I.T. community.

You are asked not to put your name on the questionnaire and
there is no way to link your answers to your name. The questionnaire
requests information about the health services now available to you
and asks for your copinion on several new methods of delivering health
care. The last questions relate to some demographic characteristics
that are important in projecting the responses from this small survey
to the M.I.T. community as a whole. The questionnaire takes about
20-30 minutes to complete. Most people find it easy and interesting to
answer the questions and they think it is important to make their feelings
known to those who provide health care. A summary of the survey can be
made available to you after the project is completed.

I hope you will be able to take a few minutes in the next day
or two to fill out this questionnaire. It is important to M.I.T. in
planning for your needs and it is important for our research project to
improve understanding of consumer response to health services. If you
ggve a?y questions about this survey, please feel free to call me at

3-6615.

Sincerely,

ra/

Glen L. Urban
Associate Professor of Management

GLU:mdp Al
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HEALTH CARE DELIVERY SURVEY

We are pleased that you have decided to fill out this question-
naire. It gives you a chance to make your feelings known so better
health services can be provided.

1. Do you feel that most people in Massachusetts get good medical
care? (Please check one of the boxes. below)

YES

NO

NOT SURE

2. How do you feel about the prices doctors charge their patients?

outrageously high

too high

reasonable considering the services
a little low

too low

3. We would like to ask where you go or would go to receive health service.
Several medical problems will be described and you are asked to indicate
- where you would most likely go to receive health care. There are no
right or wrong answers, so just think about what you would actually do
in each situation.

A. If you woke up in the morning with a headache, a temperature
over 102°, and stomach pains, where would you go first or whom would you
contact first? CHECK ONE of the following: ,

HOSPITAL - If YOU CHECKED THIS BOX INDICATE WHICH AREA OF THE
HOSPTIAL: _ _ emerqency room, _ _ front desk,
.____outpaticnt clinic, ___ other, what is the
name of the hospital? _

____ PRIVATE DOCIOK - IF YOU CHECKED TiIS BOX ANSWER THE FOLLOWING:
Do you have the na'w of a specific doctor in mind?
WS N

s the doctor a: _ General Practitioner
_.__ Specialist - what type

___M.L.T. HM[UICAL DEFPARTMINT

___ OTHER SOURCL OF HEALTH CARL: Please descrihe e
_ __ WOULD NOT THINK IT KLCESSARY 10 DO ANY OF THE ABOVE

1 DO KOT KNOW WHAT I WOULD DO
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B. If you wanted to get a routine physical examination and health
checkup, where would you gqo? Check one.

— NUSPITAL - I} YOU CHICKED THIS BOR THUICATE WHMICH ARFA OF - 1Hi
HOSPTIAL:  erergency room, _._ front desk,
_ Outpatient clinic, other, what is the

nare of the hospital? _

PRIVATE DOCTOR - 1F YOU CHECXED THIS BOX ANSWER THE FOLLOWING:
Do you have the narw of a specific doctor in mind?
___YES __NO
Is the doctor a: "~ General Practftioner
— _ Specialist - what type
M.1.7. MEDICAL DEPARTMINT
OTHER SOURCE OF HEALTH CARE: Please describe
WOULD NHOT THINK IT NECESSARY TO DO ANY OF THE ABOVE

I DO HOT KNOW WHAT | WOULD DO

C. If you experienced frequent and sometimes severe chest pains
for several days, where would you go first or whom would you contact? Check one.

— HOSPITAL - IF YOU CHECKED THIS BOX INDICATE WHICH AREA OF THE
HOSPTIAL: _ __ emerqency room, ___ front desk,

—__ outpatient clinic, ___ other, what s the
name of the hospital? _~—

PRIVATE DOCTOR - IF YOU CHECYED THIS BOX ANSWER THE FOLLOWING:
Do you have the name of a specific doctor in mind?
. YIS KO
Is the doctor a: "~ General Practitioner
Specialist - what type _

M.1.T. MEDICAL D[PARTMENT

OTHER SOURCE OF MEALTH CARE: FPlease describe
WOULD NOT THINK IT NECESSARY TO DO ANY OF THE ABOVE
— 1 DO HOT KNOW AT 1 wWOULD DO

- —

D. If you had a severe toothache, where would you go? Check one.

—_. HOSPITAL - IF YOU CHECKED THIS BOX INDICATE WHICH AREA OF THE
HOSPTIAL: __cmergency room, __ front desk,
.__. outpatient clinic. ___ other, what 1s the
name of the hospital?

PRIVATE DOCTOR - IF YOU CHECKED THIS BOX ANSWER THE FOLLOWING:
. Do you have the name of a specific dactor in mind?
YES Ho
Is the doctor a:  — _ General Practitioner
Specfalist - what type

M.1.T. MEDICAL DEPARTMCNT

PRIVATE DENTIST - Do youw heve the mame of & specific deatist 1n
sing? __"TES __ W0

e OTHER SOURCE OF HEALTH CAPL: Plesse describe
e WOLLOD ROT THENK IT NECESSRY TO 00 ANY OF THE AB0VE
—— 100 ROT XNG4 WHAT 1 wOULD 0O
E. If you fell down the stairs at home and felt that you may have
broken your ankle, where would you go first or whom would you call? Check one.

——- HOSPITAL - IF YOU CHECKED THIS BOX INDICATE WHICH ARFA OF THE
HOSPTIAL: _  emergency room, front desk,
_.. outpatTent clinic,” __ other, what fs the
name of the hospital?

PRIVATE DOCTOR - IF YOU CHECKED THIS £0X ANSWER THE FOLLOWING:
Do you have the name of a specific doctor in mind?
YES _ho

Is the doctor a:  ~ " General Practitioner

_._ Speclalist - what type
. M.1.T. MEDICAL DEPARTMENT
.—. OTHER SOURCE OF NEALTH CARE: Please describe
WOULD NOT THINY IT NECESSARY TO DO ANY OF THE ABOVE
1 DO HOT KNOW WHAT | KOULD DO
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F.. If you felt extremely nervous and tense all the time due to
serious peébnal problems, where would yQ%;Tirst or whom would you contact?
4o

Check one.

HOSPITAL - IF YOU CHECKED THIS BOX INDICATE WHICH AREA OF THE
HOSPTIAL: ___ ermergency room,  _ front desk,
____Outpatient clinic, ___ other, what is the
nane of tne huspital? _~——

PRIVATL DOCTOR - IF YOU CHLCKED THIS BOX ANSWLK THE FOLLOWING:
Do you have the name of a specific doctor in mind?

o.Yws o no
Is the doctor a: T General Practitioner
Spectalist - what type .

. PM.1.T. MIDICAL DLPARTMINTY

—_ OTHER SOURCE OF HEALTH CARE: Please describe
——__ WOULD NOT THINK IV NECESSARY TO DO ANY OF THE ABOVE
1 DO NOT KNOW WHAT | wWOULD DO

G. IF YOU ARE FEMALE, please answer this question, OTHERWISE GO
DIRECTLY TO QUESTION 4.
If you wanted a PAP smear test (female cancer check up),
where would you go? Check one.

. HOSPITAL - IF YOU CHECKED THIS BOX INDICATE WHICH AREA OF THE
HOSPTIAL: emergency room, front desk,
___outpatlent clinic, ___ other, what is the
nase of the hospital? _

PRIVATE DOCTOR - 1F YOU CHECKED YHIS BOX ANSWER THE FOLLOWING:
Do you have the name of a specific doctor in mind?
YES K0
Is the doctor a: '~ General Practitioner

.. Specialist - what type _

M.1.T. MEDICAL DEPARTMENT

OTHER SOURCE OF WLALTH CARE: Please descrive
WOULD NOT THINK 1T NECCSSARY TO DO ANY OF THE ABOVE
"1 DO NOT KNOW WHAT | WOULD DO

H. IF YOU ARE FEMALE AND BETWEEN THE AGES OF 16 and 45, please
. answer the following question, OTHERWISE GO DIRECTLY TO QUESTION 4.

If you thought you were pregnant, where would you go for medical care?
Check one. ;

HOSPITAL - IF YOU CHECKED THIS BOX INDICATE WHICH AREA OF THE
HOSPTIAL: _ __ emergency room, front desk,

__._outpatient clinic, _ _ other, what is the
name of the hospital? o

PRIVATE DOCTUR - IF YOU CHECKED Tei1S LOX ANSWER THE FOLLOWING:
Do you have the nare of a specific doctor in mind?
B {4 [{{1]
It the doctor a: General Practitioner

T specialist - what type o

— M.L.T, MEDICAL DCPARTHENT

. OTHER SOURCE OF HEALTH CARL: Please describe
—. WOULD NOT THIMK IV NECESSARY TO DO ANY OF THE ABOVE
. | DO MOT xNOW WHAT | wOULD [0

4. IF YOU ARE MARRIED, please answer the following questions about your
spouse (husband or wife), OTHERWISE GO TO QUESTION 5.



-368-

A. If your spouse experienced frequent and severe chest pains
for several days, where would he or she go first or whom would he or
she contact? Check one.

HUSPITAL - 11 YOU CHEURED THIN Bux IWDICATE WHICH AREA OF THE
HOSPTIAL : ety room, - front desk,
._ . outpatient clinit, ___ other, what {s the
name of the hospital? _

PRIVATE DOCTOR - IF YOU CHICKED TAlS ROX ANSWER THE FOLLOWING:
Do you have the name of a specific doctor in mind?
_____ YES MO

Is the doctor a: General Practitioner

. Specialist - what type

___ M.1.T. MEDICAL DEPARTMENT
___ OTHER SOURCE OF HEALTH CARL: Please describe
. WOULD NOT THINK IT NECESSARY TO DO ANY OF THE ABOVE
___ 1 DO NOT KNOW WHAT | WOULD 0O

B. If your spouse wanted a routine physical examination or
health check up, where would he or she go? Check one.

HOSPITAL - IF YOU CHECKED THIS BOX INDICATF WHICH AREA OF THE
HOSPTIAL:  emerqgency room, ___ front desk,
____outpatient clinic, __ _ other, what is the
nane of the hospital?

PRIVATL DOCTOR - IF YOU CHECKED THIS BOX AMSWER THE FOLLOWING:
Do you have the name of a specific doctor in mind?
... YsS  no
Is the doctor a: —___ General Practitioner
Speclalist - what type

M.I.T. MEDICAL DEPARTMLCNT

OTHLP SOURCE OF MEALTM CARE: Please describe
WOULD NOT THINK 1T HECESSARY T0 GO ANY OF THE ABOVE
I DO NOT KNOW WIAT | WOULD DO

C. IF YOUR SPOUSE IS FEMALE, please answer the following question,
OTHERWISE GO TO QUESTION 5.

If your wife wanted a PAP smear test (female cancer test),
where would she go? Check one.

HOSPITAL - IF YOU CHECKED THIS BOX INDICATE WHICH ARFA OF THE
HOSPTIAL:  emergency room,  _ front desk,
__._outpatient clinic, ___ other, what is the
name of the hospital?

PRIVATE DOCTOR - IF YOU CHECFED THIS BOX ANSWER THL FOLLOWING:
Do you have the name of a sprcific doctor in mind?
_._YES ___NO
Is the ductor a: General Practitioner
 Specialist - what type

M.1.7. MEDICAL DLPAKTMENT

OTHFR SOURCE OF HEALTH CARE: Please describe

WOULD KOT THINK IT NLCESSARY T0 DO ANY OF TiHE ABOVE

1 DO NOT KNOW WHAT I WOULD DO
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D. IF YOUR WIFE IS BETWEEN THE AGES OF 16 and 45, please answer
the following question, OTHERWISE GO TO QUESTION 5.

If your wife thought she was pregnant where would she go for medical

care?
____HOSPITAL - [f YOU CHECKED THIS RUX 1NDICATE WHICH ARFA OF THl

HOSPTIAL: _ er~wrgency room, front desk,

_ __outpatient clinic, ___ other, what is the
nare of the hospital?

PRIVATL DOCTOR - JF YOU CHECKED THIS BuX AMSHER THE FOLLOWING:
00 you have the nare ot a specific doctor in mind?
_oyes 0
Is the doctor a: _ _ General Practitioner
__ Specialist - what type
M.1.7. HEDICAL DEPARTMENT
OTHER SOURCE OF HLALTH CARE: Please describe _
WOULD NOT THINK 1T NECESSARY TO DO ANY OF THE ABOVE

1 0O NOT KNOW WHAT | WOULD DO

5. IF YOU HAVE CHILDREN, please answer the following questions, OTHERWISE
GO DIRECTLY TO QUESTION 6.

A. If your child woke up in the morning with a headache, a
temperature over 102°, and stomach pains, where would you go first or
whom would you contact? Check one.

HOSPITAL - IF YOU CHECKED THIS BOX INDICATE WHICH AREA OF THE
HOSPTIAL: erergency room,  front desk,

outpaticnt clinic, _  other, what 1s tne
name of the ho spital?

PRIVATL POCTOR - IF YOU CHECKED THIS BOX ANSWER THE FOLLOWING:
Do you have the name of a specific doctor {n mind?
_...yes  ___ no
Is the doctor a: ___ General Practitioner
___Specialist - what type
___M.1.T. MEDICAL DEPARTMENT
_____ OTHELR SOURCE OF HEALTH CARE: Please describe
WOULD NOT THINK 1T NECESSARY TO DO ANY OF THE ABOVE

1 DO NOT FNOW WhAT 1 WOULD 0O

B. If your child needed a routine physical examination and health
check up, where would you take him or her?

____HOSPITAL - IT YOU CHECKED THIS BOX INDICATE WHICH AREA OF THE
HOSPTIAL: emergency room, front desk,
___outpatient clinic, ___ other, what 1s the

name of the hospital? _

____ PRIVATE DOCTOR - IF YOU CHECKED THIS BOXK ANSWER THE FOLLOWING:
Do you have the name of a specific doctor in mind?
YES U]
Is the doctor a: ~" General Practitioncr
Speculist - what type

___M.L.T. VEDICAL UEPARTMENT
____ OTHER SOURCE OF HEALTH CARE: Please describe
_____MOULD NOT THINK IT NECESSARY TO DO ANY OF THE ABOVE

___ | DO NOT KNOW WHAT 1 WOULD DO .
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6. You have just described the health services you would use if certain
problems occurred. We would now 1ike to learn how you feel about the
health care you, your spouse, and your children are now receiving. On
the following page you will find a list of various statements about
health services. Please consider each statement and place an X in the
space that you feel most accurately reflects your agreement or dis-
agreement with the statement. Consider the overall health services you
now receive. For example, consider the following sEatement:

> ocowv o >
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The waiting rooms are beautiful. ”x“ © £ ©o :
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If you agree that the waiting rooms you use are beautiful, you would put

an X in box a or b, depending upon whether you strongly agree (box a)

or just agree (box b). If you feel the waiting rooms you use are ugly,

you would put an X in box d or e, depending upon how ugly you think

they are. If you have no feeling on whether the waiting rooms are

beautiful or ugly, you would mark box c, neither agree nor disagree. In the
example shown here, the respondent has placed an X in box a, indicating

he strongly feels the waiting rooms are beautiful.

Now consider the statements on the following page and place an X in the
box which indicates your OVERALL FEELINGS about the current health
services you (and your family) use.
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YOUR EXISTING HEALTH SERVICES

1. I can get medical service
and advice easily any time of
the day and night.

2. I have to wait a long time
to get service.

3. I can trust that I am

getting really good medical care.

4. My health services are in-
conveniently located and are
difficult to get to.

5. I pay too much for my
required medical services.

6. I get a friendly, warm, and
personal approach to my medical
~ problems.

7. The health services I get
help me prevent medical prob-
lems before they occur.

8. I can easily find a good
doctor.

9. My health services offer
modern, up-to-date treatment
methods.

10. No one has access to my
medical record except medical

personnel.

11. My health services do not pro-

vide continuing interest in my
health care.

12. My health services use the
~best pos$ible hospital.

13. Too much work is done by
nurses and assistants rather
than doctors.

14. My health services represent
an organized and complete medical

service for me and my fimily.

15. My health services have a lot
of redtape and bureaucratic hassle.

16. My health services have highly
competent doctors and specialists to

[
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7. In general, please indicate how satisfied you are with your current
health care. Check one box.

____extremely satisfied
very satisfied
satisfied
___ indifferent
____dissatisfied
__very dissatisfied
____ extremely dissatisfied
8. In the space below please describe any other feelings you have
concerning your existing health services. For example, you might

comment on what you 1ike or dislike about your health care. If you
do not want to say anything more, go on to Question 9.

9. Are you covered by health insurance (or prepaid health coverage)? _ YES

10. IF YOU ARE A STUDENT, please answer the following questions, other-
wise go directly to Question 11.

A. Do you have hospitalization insurance in addition to the

student health fee coverage: __ YES __ NO.
If yes, is it the hospital insurance offered by M.I.T.?
__YES __NO
B. Are you covered by your parents' hospitalization insurance?
__YES __NO

11. Which of the following statements best reflects your feeling about

your health insurance:
covers everything

very adequate coverage

satisfactory coverage

not satisfactory coverage
____very inadequate coverage
___ covers almost nothing

do not know

_NO
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12. Have you heard of the Harvard Community Health Plan? YES NO

If yes, which statement reflects your level of information about
the Harvard Community Health Plan. :

_ I know almost everything about it.
___ T know a lot about it.

__ I know a little about it.

___ I know amost nothing about it.

13. Have you heard of the M.I.T. Health Plan? . YES NO

If yes, which statement reflects your level of information ab
the M.I.T. Health Plan? out

___ I know almost everything about it.
I know a lot about it.

I know a little about it.

I know almost nothing about it.

14. Now we would like to learn what your reactions are to three new

health care delivery systems. Some of them are real systems, others

are hypothetical. Each new system is described on one page. Then you

are asked to rate that system on the same basis as you rated your existing
system. You will be asked to consider the same 1ist of statements about medical
care and then to indicate if you ayree or disagree with each statement.

We are interested in finding out how you feel about the new systems,

based on- the one page description. There are no right or wrong answers,

so just indicate how you think the new service would be if you actually

were part of the new health delivery system.
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After reading the description below of the M.1.T. HEALTH PLAN, please
rate how you feel about it (as if you were a member) on the following
page. (If you are now a member of the M.I.T. HEALTH PLAN, we are stil)
interested in your reactions to this description.)

DESCRIPTION OF THE M.I.T. HEALTH PLAN

M.1.T. announces a new health care plan for YOU AND YOUR
FAMILY. By joining the M.I.T. HEALTH PLAN you can get comprehensive
health care at a low, fixed monthly charge. Virtually all your
medical needs will be met. You will not have to face unexpected
doctor or hospital bills and you will not have to worry about finding
a good doctor for you or your family.

The cost of joining the M.I.T. HEALTH PLAN is only a little
more than regular Blue Cross/Blue Shield health insurance, but you
get more services and comprehensivwecare. There are no charges for
doctor visits, nursing and laboraory services, or hospital services.
Women in the plan pay nothing extra for prenatal, delivery, or
maternity care. The services are comprehensive and include mental
health care and emergency services.

The costs are kept low by the utilization of preventive care
to keep you well. The plan succeeds by keeping you and your family
well and out of the hospital. 1In addition, the use of trained paramedi -
cals and technology helps reduce costs while maintaining the quality of
care.

You choose your own personal doctor (specialist in internal
medicine for yourself and a pediatrician for your children) from our
staff of physicians. Your doctor supervises your total health
care at the health center and in the hospital. He will be sure you
get the highest quality of care. When you are a member of the M.I.T.
HEALTH PLAN you can be sure of getting health care around the clock
from the staff of physicians, nurses, social workers and allied health
personnel.

The M.I.T. HEALTH PLAN delivers its services from the Homberg
Memorial Building on the M.I.T. camous. Parking is available during
patient visits. Hospital services are provided by the Mount Auburn
and Cambridge City Hospitals. Maternity and gynecological care
are provided through the resources of the Boston Hospital for Women.
For emergencies outside the Boston area, local hospitals can be used.

You can become a member of the plan by paying $1.50 per month
more than your Blue Cross/Blue Shield coverage if you are single and
$4.00 more per month if you are married. If you are a single student
and do pot have hospital insurance, the cost is $8.25/month more than
the student health fee you are currently paying; if you are a married
student, the cost is $20.00/month more than the student health fee.
These fees cover all of your medical costs except: the first $50 and
20% of the balance of prescription charges and the excess of $10 per
visit for psychotherapy (over $5 per visit for group therapy). The
plan does not include eye glasses, hearing aids, cosmetic surgery,
custodial confinement, or dental care done outside a hospital. If
you join the plan, you must remain a member for one year.

The M.I.T. HEALTH PLAN is designed to make comprehensive, high
quality health care available to you and your family at a low cost.
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YOUR RATING OF THE M.I.T. HEALTH PLAN

disagree
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1. I would be able to get medical e o uon o s
service and advice easily any time ,
of the day and night.
a b c d e
2. I would have to wait a long
time to get service.
a b C
3. I could trust that I am getting
really good medical care.
4. The health services would be in- a b ¢
conveniently located and would be
difficult to get to.
a b c
5. I would be paying too much
for my required medical services.
6. I would get a friendly, warm, a b c
and personal approach to my -
medical problems.
a b o
7. The plan would help me pre-
vent medical problems before
they occurred. -
a b c
8. I could easily find a good
doctor.
a b c
9. The service would use modern,
up-to-date treatment methods.
a b c
10. No one has access to my medical
record except medical personnel. .
a c
11. There would not be a high
continuing interest in my health care.
a b C
12. The services would use the
best possible hospitals.
a b c
13. Too much work would be done
by nurses and assistants rather
than doctors.
14. It would be an organized and a b ¢
complete medical service for me
and my family.
15. There would be much redtape a b ¢
and bureaucratic hassle.
16. Highly competent doctors and a b ¢
specialists would be available to
serve me. a b ¢
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After reading the description below of the MASSACHUSETTS HEALTH
FOUNDATION, please rate how you feel about it (as if you were a member)
on the following page. v

DESCRIPTION OF THE MASSACHUSETTS HEALTH FOUNDATION

The Massachusetts Medical Association announces a new way to finance

your family's health care. If you join the MASSACHUSETTS HEALTH FOUNDATION
you pay only a fixed monthly charge for comprehensive health services.

You pay no hospital or doctors' bills.

In the MASSACHUSETTS HEALTH FOUNDATION you can keep your relationship

with an individual, private physician. You visit him in his neighbor-

hood office and you are cared for at his hospital. Almost all physicians
in Massachusetts are affiliated with the MASSACHUSETTS HEALTH FOUNDATION so
probably you can keep your current doctor and hospital. You do not have
to change physicians or travel to a new place to receive your health ser-
vices.

Your physician will be responsible for the quality of your total health
care and will provide you with the kind of individual attention you expect
from a private, personal physician. In addition, a group of doctors

from the Fdundation periodically reviews the quality of care individual
patients receive. This is an additional guarantee that you are receiving
the best possible health care and that excessive costs will not occur.

The cost of joining the MASSACHUSETTS HEALTH FOUNDATION is only a little
more than the cost of regular Blue Cross/Blue Shield health insurance, but
for the small additional cost you will receive more comprehensive services.
There are no charges for doctor's visits, nursing or laboratory services,
or hospital care. The benefits include all maternal services (prenatal,
delivery, and postpartum care). You can become a member of the plan by
paying $6.50 per month more than your Blue Cross/Blue Shield coverage

if you are single and 20.00 more per month if you are married. If vou

are a single student and do _pgt have hospital insurance, the cost is $13.25
month more than the student health fee you are now paying; if you are a
married student, the cost is $36.00/month more than the student health fee.
The fees do not include prescriptions, eye glasses, "hearing aids, cos-
metic surgery, custodial confinement, or dental care done outside a hos-
pital. If you join the plan you must remain a member for one year.

MASSACHUSETTS HEALTH FOUNDATION is designed to give you the opportunity
to pay only a fixed monthly change for comprehensive individual health
care. If you join the Foundation and your doctor is affiliated with the
Foundation you can continue to see your current doctor in his office

and receive care at his hospital as you do now.
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disagree

YOUR RATING OF THI" MASSACHUSI TTS HEALTH TOUNDATION
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1. I would be able to get medical ve 9 eon - B
service and advice easily any time

of the day and night.
a b [ d e

2. I would have to wait a long
time to get service.

3. I could trust that I am getting
really good medical care.

4. The health services would be in- a b ¢ d
conveniently located and would be
difficult to get to.

5. I would be paying too much
for my required medical services.

6. I would get a friendly, warm, a b c d
and personal approach to my
medical problems.

7. The plan would help me pre-
vent medical problems before
they occurred.

8. I could easily find a good
doctor. '

9. The service would use modern,
up-to-date treatment methods.

10. No one has access to my medical
record except medical personnel.

11. There would not be a high
continuing interest in my health care.

12. The services would use the
best possible hospitals.

13. Too much work would be dcne
by nurses and assistants rather
than doctors.

14. It would be an organized and
complete medical service for me
and my family.

15. There would be much redtape
and bureaucratic hassle.

16. Highly competent doctors and
specialists would be available to

serve me.
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After reading the description below of the HAPRVARD COMMUNITY HEALTH
PLAN, please rate how you feel about it (as if you were a member) on
the following page.

DESCRIPTION OF THE HARVARD COMMUNITY HEALTH PLAN

Blue Cross announces a new health care plan for YOU AND YOUR
FAMILY. By joining the HARVARD COMMUNITY HEALTH PLAN you can get com-
prehensive health care at a prepaid monthly charge. Almost all your
medical needs will be met. You will be assured that you can find a
good doctor for yourself and your family and ycu will not have unexpected
doctor or hospital bills.

The cost of joining the HARVARD COMMUNITY HEALTH PLAN is just a
little greater than regular Blue Cross/Blue Shield health insurance,
but you get more services and comprehensive care. There is only a $1.00
charge for doctor visits and no charges for nursing, laboratory, and
hospital services. Women in the plan pay no extra charges for prenatal,
delivery, and maternity care. The services are comprehensive and include
emergency services and mental health care. .

The HARVARD COMMUNITY HEALTH PLAN provides its care at either
the Health Center in Kenmore Square or Inman Square. Parking is
available at the health centers. dospital services are provided in
Boston at either Beth Israel, Boston Hospital for Women, Peter Bent
Brigham Hospital, or the Children's Medical Center. In Cambridge, ser-
vices are supplied at the Cambridge City Hospital. For emergencies out-
side the Boston area, local hospitals may be used.

You choose your own personal doctor from our staff of
participating physicians. You will have a specialist in internal medicine
for yourself and a pediatrician for your children. Your doctor directs
your total care at the Health Center and in the hospital. He will be
sure you get the highest quality of care. When you are a member of the
HARVARD COMMUNITY HEALTH PLAN you can be sure of getting health care 24
hours a day from the staff of physicians, nurses, social workers, and
allied health personnel.

The plan succeeds by keeping you and your family well and out of
the hospital. The plan utilizes preventive care. The plan employs
trained paramedicals and technology to lower costs while maintaining the
quality of care and control costs.

You can become a member of the plan by paying $6.50 per month more
than your Blue Cross/Blue Shield coverage if you are single or $20.00 more
per month if you are married. If you are a single student and do pot have
hospital insurance, the cost is $13.25/month more than the student health
fee you are now paying; if you are a married student, the cost is $36.00/
month more than the student health fee. These fees cover all of your
medical costs except: $1.00 per doctor visit ($5. for necessary home visit
and $10. per visit for mental health services (if more than 15 visits are
made). Prescriptions are available at a low cost. The plan does not
include eye glasses, hearing aids, cosmetic surgery, custodial confinement
or dental care done outside a hospital. If you join the plan you are
committed to it for one year.

THE HARVARD COMMUNITY HEALTH PLAN is designed to make comprehensiv
health care available to you and your family at a low cost and high qualit
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YOUR RATING OF THE HARVARD COMMUNITY HEALTH PLAN

1. 1 would be able to get medical
service and advice easily any time
of the day and night.

2. I would have to wait a long
time to get service.

3. I could trust that I am getting
really good medical care.

4. The health services would be in-
conveniently located and would be
difficult to get to.

5. I would be paying too much
. for my required medical services.

6. I would get a friendly, warm,
and personal approach to my
medical problems.

7. The plan would help me pre-
verit medical problems before
they occurred.

8. 1 could easily find a good
~dector.

9. The service would use modern,
up-to-date treatment methods.

10. No one has access to my medical
record except medical personnel.

11. There would not be a high

continuing interest in my health care.

12. The services would use the
best possible hospitals.

13. Too much work would be done
by nurses and assistants rather
than doctors.

14. It would be an organized and
complete medical service for me
and my family.

15. There would be much redtape
and bureaucratic hassle.’

16. Highly competent doctors and
specialists would be available to
serve me.
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15. You have now read and rated three new health plans in addition to
your existing medical service. We are now interested in your prefer-
ence for these alternatives. Below are listed the alternatives. Place
a "1" next to the one which would be your first choice. Place a "2"
next to your second choice. Place a "3" next to your third choice.
Place a "4" next to your last choice.

[ 4

____Your existing health services

____ HARVARD COMMUNITY HEALTH PLAN

__ M.I.T. HEALTH PLAN

____ MASSACHUSETTS HEALTH FOUNDATION
16. -If only the M.I.T HEALTH PLAN and your existing health service were
available which would you actually choose. Check one. :
o ___Your existing health services.

___ M.I.T. HEALTH PLAN

16a. If you selected the M.I.T. HEALTH PLAN, which of the

following statements reflects how you feel about your choice:
Check one. (Otherwise go to Question 17.)

I definitely would select the M.I.T. HEALTH PLAN

__ I probably would select the M.I.T. HEALTH PLAN

I might select the M.I.T. HEALTH PLAN
17. If only the M.I.T. HEALTH PLAN and THE MASSACHUSETTS HEALTH FOUNDATION
and your existing health system were available, which would you choose?

Check one.
‘ " ___ Your existing health services

_ M.L.T. HEALTH tond
___ MASSACHUSETTS HEALTH FOUNDATION

17a. Which of the following statements reflects how you feel
about your choice: Check one.

I definitely would select this alternative
____ I probably would select this alternative
I might select this alternative
18. If you were actually considering joining the M.I.T. HEALTH PLAN
would you take actions to get more information?
YES NO

If YES, what would you do?

- GO TO QUESTION 21.
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21-39. The final section of this questionnaire concerns serveral important
facts about you. These are important in understanding your responses and
projecting the results to the M.I.T. community. As you recall your an-
swers are not identified with your name and all responses are confidential.
These are important questions and you should find them easy to answer.

21. Indicate your relationship to M.I.T.

(__undergraduate) (___undergraduate)
____ student (" graduate) ___spouse of student ( raduate)
(___hourly) (__hourly)
___staff (_ biweekly) (__biweekly)
(__monthly) ____spouse of staff (_ monthly)
(__instructor) ‘ (___instructor)
(__other) (__other)
spouse of faculty (  asst. prof.)
. faculty z_asst. pT'Of%)) - (_assoc. prof_)
___assoc. prof. “full prof.
(—full prof.) (__full prof.)
22. Are you now-a member of the M.I.T. pilot Health Plan? __  YES __NO
23. How many years have you been in the M.I.T. community?
__Vyear, 2 years, ___ 3 years, __ 4 years, __ more than 5 years.

24. Age
__15-20 years, ___ 21-24 years, ____ 25-29 years, __ 30-34 years, ____ 35-39 years,
__ 40-44 years, ____ 45-49 years, __ 50-54 years, __ 55-59 years, ____over 60.

25; What is your sex?
male _ female

26. Where do you live?

____M.I.T. Campus ___ Brighton

____ Cambridge (not on campus) ___ HWatertown

____ Boston - ____ Belmont

___Somerville ___Newton

___Arlington __ Charlestown

____Brookline ____Suburban city or town: how many miles

from M.I.T.?

27. How much do you pay for health insurance (how much do you actually
pay out of pocket)?

___ $5-$10/month, __ $10-$15/month, __ $15-$20/month, __ $20-$30/month,
___ $30-$50/month, ___ greater than $50/month, Do not know.

28. Your insurance may not have paid for all of your health expenses (medical
and dental). In the last year, how much did you have to pay for doctors,
hospitals, and prescriptions, over and above what was covered by your insur-
ance? If you do not know exactly, make your best estimate.

___0-$50, _ $50-$100, __ $100-$200, __ $200-$300, ___ $300-$400, _  $400-$500,
___ $500-$750, __ $750-$1000, __ greater than $1000.
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29. How many times have you, Kour spouse, or children (1iving at home)
visited a medical doctor in the last year?

___once, __ 2-3 times, ___ 4-5 times, __ 6-12 times, __ 12-24 times,
__ 24-50 times, ___ more than 50 times.

30. Have you or jyour spouse or children (1iving at home) been hospitalized
in the last (A .
_____NO, go on to question 31.

YES, total number of days you or members of your family spent
in the hospital last year.

___one day, ___ 2-3 days, __ 4-5 days, __ 6-7 days,
____7-14 days, ___ 21-50 days, ___ greater than 50 days.

31. When did you last visit the dentist?
___last month, 6 months ago, ___ 6-12 months ago, ___ 12-24 months ago,
____ Mmore than 24 months ago.

3la. What did he do?

___clean teeth, ___ fill cavities (how many were filled? _ ),
___extract teeth, other (please describe
32. Are you married? __ NO __ YES (if no children, go on to Question 33.)
32a. How many children? __ Ages: S T T
32b. Are you/is your wife pregnant? __ YES __ NO
32c. Do you plan to have a child in the next year? ___YES ___NO
32d. How many more children would you definitely like to have?
none, one, two, three or more.
33. During the last year how many days were you unable to work due to medical
problems?
___none, _ 1-3 days, ___4-7 days, __ 7-14 days, ___ 14-21 days, __ more than
! 21 days.
34. Are you currently being treated by a doctor for a continuing illness?
___No
___ YES, how many times do you see him?

about once a week, less than once a week,
more than once a week.

35. How would you rate your overall health?
____extremely good, ___ good, __ OK, __ not so good, ___ poor

36. If you are married, rate your spouse's health.
____extremely good, __ good, __ OK, __ not so good, __ poor

37. If you have children, how would you rate your children's overall health?
____ extremely good, __ good, __ 0K, __ not so good, __ poor
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38. What is your most important health problem?

39. In the space belaw we would welcome any other comments you would
like to make.

~ We sincerely want to thank you for completing this questionnaire - THANKS!

Al
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APPENDIX TWO

Second Questionnaire

Personal Survey of 80 M.I.T. Students

(actual survey was printed on one side of the page only)
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POTENTIAL HEQ{DNDENT’S NAME

CONTACTED BY: DATE: HOUR:

IF APPOTNTMENT REJECTED, REASON GIVEN: no answer other

IF APPOINTMENT ACCEPTED, APPOINTMENT DATE:

APPOINTMENT HOUR:
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RESPONDENT’S PHONE NUMBER:
. office

. home

DELTVERY ADDRESS FOR WRITTEN QUESTTONATRE:
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DATE: - HOUR :
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Sample Telephone Call

Hello, my name is » I am involved in a research
effort to determine health care requirements and desires of consumers such
as you. This study is sponsored by the Sloan School of Management in
cooperation with the M.I.T. health department.

~ Your name has been selected at random to be part of this survey of
health care attitudes and preferences in the M.I.T. community. The number
of people being asked to participate is small, so your answers are very
important. The results of the survey will also be used by the M.I.T.
Medical Department to remain as responsive as possible to the needs of
the M.I.T. community.

We are asking for help in completing a questionnaire. The question~
naire requests information about the health services now available to you
and asks for your opinion on several new methods of delivering health care.
The last questions relate to some demographic characteristics that arc Im-
portant in projecting the responses from this small survey-.to the M.1.T.
community as a whole. The questionnaire takes about 20-30 minutes to
complete. Most people find it easy and interesting to answer the questions
and they think it is important to make their feelings known to those who
provide health care. After filling out the questionnaire 1 would like to
ask you some additional questions in person.

It is important to M.I.T. in plannlng for your needs and it is
important for our research project to improve understanding of consumer
response to health services. Could I deliver this questionnaire?

Interviewer: Get respondents address and set up a time for a personal
interview. '
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PERSONAL INTERVIEW ON HEALTH CARLE PRETFERENCES

You will ‘recall you read and rated various aspects of three new health
care plans and your existing services. For example, the new M.I.T.
Health Plan.

Interviewer: Open the mailed questionnaire to the description of the
M.I.T. lNealth Plan and allow respondent to review it if
necessary.

What did you like or dislike about this plan?

Interviewer: Allow a minute or two of open ended response on each plan
including if appropriate, existing care, writing down key
phrases on likes and dislikes. This question serves the
purpose of reviewing the concepts with the respondent,
understanding consumer semantics which may help later in
the interview, and gaining valuable critiques of the plans.

Now we would like you to evaluate the complete plans. Imagine you are

given 11 chips to allocate between two plans according to how much you

like each one. For example if you liked your ecxisting care just a little m
than the Massachusctts Health Foundation, you might allocate 6 chips to

your existing care and 5 chips to the Massachusetts Health Foundation:

Existing care: | 6 5 Massachusetts Health Foundation

1f you prefer your existing care 10 times as much, as Massachusetts Health
Foundation you would put 10 chips in the box for existing care and 1 chip
in the box for Massachusctts Health Foundation.

Interviewer: Hand evaluation sheet to respondent aad have him fill it out.
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In question 9 of the mailed survey you described your feelings about some
specific characteristics of the health care you are now receiving. We
would also like to know how you feel in gencral about this care. Please
consider the following factors which describe your health care: (1)
quality of care, (2) personalness of service, (3) convenicnce of obtai?ing
care, and (4) value for the price paid. To express your feelings consider
carefully each scale and rate your (and your family's) existing care. For
example:

Interviewer: Hand example rating sheet to respondent.

If you feel that the overall quality of your existing plan is poor, you would
put an X in box 3. If you feel that the quality is excellent you would put
an X in box 7. -

Interviewer: 1If respondent wishes to rate a plan as 5% allow him to
put an X between box 5 and box 6.

Now consider the four scales on the next page and place an X in the box which
indicates your peneral feelings about the current health care you (and your

family) use. Rcmember that these ave your feelings and that there are no right
OF _wrong answers. , _ ‘ . T

Intervicwer: Hand rating sheet for existing health services to respondent and

have him fill it out. Point out that the scale for quality
has a different range than the other scales.

Allow respondent to relate to the scales in any way he
comfortable.

the survey.

feels
Just so long as he remains consistent throughout
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4. Now we would like to learn about your general fecelings on the three ncw health
care delivery systems described carlier in this questionnaire. You are asked
to race each system on the same basis as you rated your cxisting system. We
are interested in your overall response to cach system based on the one page
description. There are no right or wrong answers so just indicate how you
think the new service would be if you actually werc part of the new health carce
delivery system.

Interviewer: Hand rating sheets to respondent one at a time for M.I.T.,
Massachusetts Health Plan, and Harvard Community Health Plan.

5. The next set of questions allows you to indicate your feelings on the rela-

tive importance of each of the four facters: quality, personalness, conven-
‘ience, and value. To do this you are given two hypothetical hcalth care plans.
The first plan is rated on each of the four scales. The second plan is rated
on 3 of the 4 scales with the scale value of the fourth factor left blank.
You are asked to set the level of the fourth factor in such a way as to make
the two plans equal in your eyes. In other words, how would the second plan
have to rank on the scale that has been left blank in order for both plans to
look equally attractive to you as a potential health plan member.

Perhaps an cxample would better explain this ‘type of question.

Interviewer: Hand example of comparison question to respondent.

Notice that quality and personalness are satisfactory for both plans. Supposc
for a moment that the value of plan B were extremely poor (rated 1). Would you
prefer plan A or plan B?

Interviewer: Respondent should prefer A to B. If not, make sure he undcrstands
question. '

Suppose the value of plan B were excellent (rated 7). VWould you prefer plan
A or plan B? ' ‘ '

Interviewer: Most respondents will now switch their preference and refer B to A.
A few will not. If they do not this means that convenicnce is
much more important to them than value. If they do not switch make
sure this is their reason and that they understand the question.
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What you are asked to do is choose some value, say 2 (very poor) such that
you ncither prefer plan A or plan B.

Interviewer: Allow respondent to consider setting the scale for value.

: After he sets 't, allow him to consider the choice between
plan A and plan B with his setting. If he prefers cither
one, he has set the scale wrong. Iterate to get the correct
value and to make sure he understands the question.

Now consider the plans on the next page and choose the level of the fourth
factor in such a way that you are indifferent between the two plans.

Intervicwer: MHand plan course . ,on sheet 1 to respondent and have him
£i1l ir our (You may wish to iterate, giving him the
choice once the scale is set and making sure he has indecd
given you an indiflference value.)

Consider the pair C-D again. If quality and convenience were both

poor (ratced 3) you would probably be less satisficd with both plans.  We
would like to know if this would change your answers.  Remember to express
your true feelings, there are again no right or wrong answers. You may
refer to your original answers again if you wish,

Interviewer: Hand comparison sheet 2 to the respondent and have him fill
it out. Give him or her sheet 1 for comparison. Emphasi:ze
that it is perfectly okay to have the same answers on both
sheet 1 and sheet 2. 1t is also perfectly okay to change.

The next set of questions allows you to express how importanL you feel it
is that you can be certain of the characteristics of your health care plan.
Most pcople find these questions difficult but interesting to answer, but
feel it is important to express their feclings on this aspect of health
care.

To better understand this question, let us first consider a little game of
chance. Imagine that somecone is going to spin this wheel.

Interviewer: Show respondent the probability wheel with the yellow area
set to 1/10.

If it comes up yellow (chances are 1 in 10) you win $100; if it comes up
blue you don't win anything.

Intervicver: Lay out the probability wheel and the yellow and blue 3x5

cards marked $100 and $0 respectively. I.e.,
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N,
T $100
$25
Yellow
Green
$0
Blue

Interviewer: Now lay out the green card marked $25 and ask:
"Would you accept $25 instead of playing this pame?"

YES NO

Most respondents would accept $25 rather than play the game.

Make surc to cmphasize that the game is a once and done game

and that if chosen they can not switch after sceing the con-

sequences. Also you may wish to point out that the "expected
monetary value" of the game is $10.

A few respondents will still rather play the game.
This is okay if they truly understand the question
" and have a valid reason.

Now assume that the odds are improved to 9 in 10.

Interviewer: Flip the probability whecl over such that the yellow area
is now 9/10 of the wheel. The props. in frout of the respon-
dent should now look like those in figure 2. ‘



$25

Green

$100

Yellow

Yellow $0

Blue

FIGURE 2

If the wheel comes up yellow you win $100, blue means no win. Would you

accept $25 rather than play this game?

Intervicwer:

YES NO

Most respondents would now rather play the game, although
a few may prefer $25. Make sure their reasons are valid
and that they truly understand the game. You may wish to
point out that the "expccted monetary value" of the game
is $90.

Imagine now this myeterious person is going to ask you to set the odds.
In other words, sct the size of the yellow area.

Intervicwer:

Change the size of the yellow area of the probability wheel
to give the respondent an idea of how the odds can change.
Then ask him:

Try to find some "indifference" setting such that you would play the game
if the setting were larger, but you would not play the game if the setting

were smaller.

In other words, at what setting of the odds would you be indifferent betwecen

playing and not playing the game?

’

Intervicwer:

Intervicwver:

Either allow the respondent to play with the wheel and select
his own odds, or change it for him in an interactive way such
that together you arrive at an indifference scetting.

Present him with the lottery again using the odds he has
selected. If he strongly prefers either the 325 or the lottery
he has set the wrong odds. 1f so, iterate through again to

get the corrcct odds. Some respondents will answer 25%z. This
means that they are "risk neutral'. Watch out here that thovy
are not "playing the expected value game'". Try to make the
lottery a real situation to them and cmphasize there are nr
right or wrong answers and that they should express their iyue
Coanlinove
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The next~4 questions concern attributes of health care plans, and allow
you to express how you leel about guaranteed service.

Imagine you can only choonse betwcen two health plans, plan 1 and plan 2.
In both plans personalness, convenicence, and value are good (rated 5).
You are familiar with plan 1 and know that quality is satisfactory plus
(rated 4). You are not sure of the quality of plan 2. In fact it 1s as
if you were playing the pgame with the spinning wheel. That is, if you
choose plan 2, then the wheel is spun and the quality you will experienco
for the entire year depends on the outcome of the wheel. If it comes up
yellow, the quality is very good (rated 6) and if it comes up blue the
quality is just adequate (rated 2). Graphically this is stated:

Intervicwer: Set out the 3x5 cards for the plan l-plan 2 lottery as
shown in figure 3.

Interviewer: Tf respondent is unsure of the meanings of the scales allow
him to look at scales [or exlsting health care.

~

Intervicwer: Give the probability wheel to the respondent and ask the
following question: :

At vhat settinpg of the odds (size of Ur yellow area) would you be indif-
ferent betveen plar I and plon 27 ' :

Interviewer: Allow respondent to sct the odds on the probability wheel.
Record answer on Interviewer's Answer Shect under heading
“"lst time". Try to get a specific value not a range of

odds.

Interviewer: Most respondents will be "risk adverse" and set the yellow
area at greater than 50%. As always, if they set it lower
this is okay as long as they truly understand the question.

Intervicwer: Present him with the lottery again using the odds he has
sclected. If he strongly prefers cither the reliable plan
or the lottery he has set the wrong odds. 1[ so itcrate
through again to get the correct odds.

Intervicwer: Now change the 3x5 cards such that they appear as in figure
This is simply accomplished by (lipping the cards {or cach
plan over. Now ask the following question:

4



Plan 1 Plan 2
| . P =5 I
Q =4 l Q = 6
I (Quality) - . cC=>5 (Quality)
I v=35 |
GREEN . YELLOW
Plan 2
P =35 Q =2
| (Quality)
cC=5
V=25 ‘
BLUE
RULES

— wheel 1is spun after you
make your decision

— you must accept the
consequences and can not
switch '

PINK

FIGURE 3



'P

Plan 1
\.
Q = 4
ﬁQuality)
GREEN
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FIGURE 4

I Plan 2
P=3 I
Q=26
c =3 l (Quality)
y=3
YELLOW
Plan 2
=3
p Q-2
c=3 | (Quality)
vos3 |
BLUE
RULES

wheel is spun after you

make your decision

you must accept the
consequences and can not

switch

PINK
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If in both plans personalness, convinicence, and value were all poor
, (rated 3) you would be less satisficd with cach plan. Would this now
change your feeling about the relial ility of quality?

Intervicewer: If he answers ''no I would leave the odds the same", then
record the same odds on Interviewer's Answer Sheet under
heading "2nd time".

Interviewer: Emphasize that it is perfectly okay to have the same sctting
of the wheel. There are no right or wrong answers and he
should try to express his true feelings. It is also perfectly
okay to change. You must be very careful to be objective
and not to influence the respondent so he feels he should
(or should not) change the setting. Record setting.

6. Imagine you are faced with another choice, but this time the unrcliable
factor is convenicnce.  Graphically this is stated: )

Intervicwer: Use same technique for questions 5b, 5¢, and 5d, that
you used for 5a. Of course changing the cards . for
appropriate plan comparisons. Make sure to ask the
change qucestion as well as the indifference questions.

’

6c. You are given still anothier choice, but this time with personalness.

6d. One final time with value:

i 7. You have just expressed how important reliability is in your personal health
care. If you will bear with us, we would like to ask onc more question to
determine how interdependent the various aspects of health care arc. To do
this we would like you to play the geme with the spinning wvheel 1 more
time. Again you are offered two health plans.

The first plan, plan A, has very cood (rated 6) quality but has very poor
(rated 2) personalness, convenience and value.

The second plan, plan B is uncertain in every regard. In fact, it is as
if somecone spins the wheel. T it comes up yellow, quality, personalneus
convenience, and value are all very good (rated 6). If it comes up bluc,
personalness, convenience, and value are all poor (rated 2). and quality
is just adequate.

Intervicwer: Lay out the 5x7 cards as shown in figure 5.




Plan A Plan B
Quality = 6 (ycry good) _Quallty = 6
b Personalness = 6
o = 2 ! LX)
Personalness Convenicnce = 6 (very good)
Convenience = 2 (very poon valuo - 6
Value = 2
GREEN YELLOW
Plan B
Quality = 2 (just ade-
Personalness = 2 quate)
Convenicence = 2 (very poor)
Value = 2
RULELS

- wheel is spun after you
make your decision

- you must accept the
consequences and can
not switch

PINK

FIGURE 5

How large should the yellow avea be to make you indifferent between the
two plams.

Interviewer: Give the respondent the probability wheel and allow him to
set the odds.

Interviewer: Finally present him with the lottery again using the odds
he has selected. If he strongly prefers either the reliavle
plan or the lottery he has set the wrong odds. If so, iteratc
through and get the corrcct odds.
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Interviewer: Record the setting of the yellow area on Intervicwer's
Answer Sheet.

Interviewer: Collect all materials making sure that all questions have

been answvered. You should have:

1) mailed questionnaire

2) key phrases on likes and dislikes

3) evaluation sheet

4) 4 rating sheets (existing, MIT HCHP, MHF)
5) plan comparison sheets 1 and 2

6) interviewer's answer sheet

7) all props and examples

I sincerely want to thank you for helping with this project. Your
answers will be held ILn strict confidentiality and will be valuable
input to the planning of health care delivery systems.

PROPS REQUIRED

(1) Probability wheel blue/yellow
calibrated in 1/10's plus lines for 1/20's.

(2) money cards. Use format in figure 1.
(3) 3x5 cards for health care. Use the format in figures 3 and 4.

The following 12 cards are necded:

Front ) Color Back
1. Plan 1 ' : Plan 1

P,C, V=5 Q=4 preen P, ¢, V=
2. Plan 2 yellow Plan 2

P,C, V=5 Q=6 P, C, V=
3. Plan 2 blue Plan 2

P,C, V,=5Q=2 P, C, V=
4. Plan 3 green ' Plan 3

Q, P, V=5 C=4 Q, P, v=
5. Plan 4 yellow Plan 4

Q, P, V=5 C=6 . Q, P. V=
6. Plan 4 blue Plan 4

Q, P, V=5 C=2 Q, P, V=
7. Plan 7 green Plan 7

Q,V,C=5 P =4 Q, vV, C =

p

4

= 0O

h
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8. Plan 8 yellow Plan 8

Q, V,C=5P=6 Q,V,C=3 P=6
9. Plan 8 blue ' Plan 8

Q, V, C=5P =2 Q,V,C=3 P=2
10. Plan 5 green Plan 5

Q, P, C=5V=24 i Q, P, C=3 V=24
11. Plan 6 yellow Plan 6

Q, P, C=5V=6 Q, P, C=3 V=6
12. Plan 6 blue Plan 6

Q,P,C=5V=2 Q, P, C=3 V=2

(4) 3x5 rules card. Any color except blue, green, or yellow. Use format in
figure 3.

(5) 5x7 corner pt cards. Use format in figure 5.

MATERIALS FOR PROPS

8-1/2 x 11 sheets 1 each 4,
3x5 cards 5 each 4,
5x7 cards 1 each 4,
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KEY PHRASES ON LIKES AND DISLIKES

-

NEW MIT HEALTH PLAN

HARVARD COMMUNITY HEALTH PLAN

MASSACHUSETTS HEALTH FOUNDATION

EXISTING CARE

Interviewer's Inltials

Form 1



New MIT Health Plan

Existing

Harvard Community Health Plan

iassachusetts Health Foundation

Existing

lassachusctts Health TFToundation
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EVALUATION SHEET

Harvard Community Health Plan

. New MIT Health Plan

Massachusetts llealth Foundation

New MIT Health Plan

Harvard Community Health Plan

Existing
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EXAMPLE RATING SHEET

Personalness (warm, friendly, personal approach, doctors not assistants, no
red tape or bureaucratic hassle.)

Extremely very poor poor satisfac- good very good excellent
poor tory
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YOUR EXISTING HEALTII SERVICES

’

ality (trust in doctor, easily find a good doctor, up-to-date treatment,
good hospitals, competent doctors and specialists).

very poor Jjust Satisfac- Satisfac- good very good excellent
adequate tory tory plus
1 2 3 4 5 6 7
rsonalness (warm, friendly, personal approach, doctors not assistants, no

red tape or burcacratic hassle).

Extremely very poor  poor satisfac- good very good cxcellent
poor tory
1 2 3 4 5 6 7
ynvenience (availability of service, waiting time, locdtion, open hours)
Extremely very poor poor satisfac- good very good cxccllent
poor tory '
1 2 3 4 5 6 7
alue (good buy for the money paid)
Extremely very poor  poor csatlsfac-  good Vory good cxcellent
poor ' tory




alness

ience
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HARVARD COMMUNITY NUALTH PLAN

(trust in doctor, easily find a good doctor, up-to-date trecatment,
good hospitals, competent doctors and specialists). ‘

very poor just Satisfac- Satisfac-  good very good cxcellent
adequate tory tory plus :
1 2 3 4 5 6 7

(warm, friendly, personal approach, doctors not assistants, no
red tape or burcacratic hassle).

Extremely very poor  poor satisfac-  good very good excellent
poor tory
1 2 3 4 5 6 7

(availability of service, waiting time, location, open hours)

Extremely very poor poor satisfac- good very good excellent
poor tory
1 z 3 4 5 6 7

(good buy for the money paid) .

Extremely very poor poor satisfac- good very géod excelloent
poor tory
1 2 3 4 5 6 7




N -405-
MASSACHUSETTS HEALTH FOUNDATION

“

Quality - (trust in doctor, easily find a good doctor, up-to-date treatment,
good hospitals, competent doctors and specialists).

- very poor Just Satisfac—~ Satisfac-  good very good excellent
adequate tory tory plus
1 2 3 4 5 6 7
Personalness (warm, friendly, personal approach, doctors not assistants, no

red tape or bureacratic hassle).

Extremely very poor  poor satisfac- good very good excellent
poor tory |
1 2 3 4 5 6 7
Convenience (availability of service, waiting time, 1ocation; open hours)
Extremely very poor  poor satisfac- good vety good excellent
poor tory ‘
1 2 3 4 5 6 1
Value (good buy for the money paid)
Extremely very poor poor satisfac- good very good'excellent
poor tory




Quality

Personalness

Convenience

Value
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At NEW MIT HEALTH PLAN

(trust in doctor, easily find a good doctor, up-to-date treatment,
good hospitals, competent doctors and specialists).

very poor Jjust .Satisfac- Satisfac- good very good excellent
adequate tory tory plus :
1 2 3 4 5 6 7

(warm, friendly, personal approach, doctores not assistants, no
red tape or burcacratic hassle).

Extremely very poor  poor satisfac- good very good excellent
poor tory

1 2 3 . 4 5 6 7

(availability of service, walting time, location, open hours)

Extrcmely very poor poor satisfac- pood very good cxccellent
poor tory
1 2 3 4 5 6 1

(good buy for the money paid)

Extremely very poor poor satisfac- good very good'cxccllent
poor tory
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EXAMPLE COMPARISON QUESTION

Plan A " Plan B
Quality = 4 (satisflactory plus) Quality = 4 (satisfactory |
Personalness = 4 (satisfactory) Personalness = 4 (satisfactory)
Convenicnce = 5 (good) Convenience = 2 (very poor)
Value = 1 (extremely poor) Value = L
- M o< Y n QO < m
¥ O 0o m O m M
@ KX O M O H O
H < R P A< ©
(1] 0 [
g o ", [
® O w o M
— O 0O (8] 3
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o
| 5]
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n




Plan C
Value
Convenience
Personalness

Quality

Plan E

Value
Personalness
- Convenience

Quality

Plan G
Convenience
Personalness
Value

Quality

I

1
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(very good)

(just adeqﬁate)

(good)
(good)
(very good)

(just adequate)

PLAN COMPARISONS: SHEET 1
Plan D
(good) Value
(good) Convenience
(very good) Personalness
(just adequate) aality =
=
o
O
<
o
o
o
=
Plan F
( good) Value
(good) Personalness
Convenience

Quality =
]
Plan H
Convenience
Personalness
Value
Qualicey =

1

5 (good)

5 (good)

2 (very poor)

O VoV < m
E M o O M K
® . M O H O
o SR - A
wn n [ o

m Mk 0
a p o )
® N O o 3
L a ot A
£ O O
m R A
RS
1)

o

'—l

c

»
= 5 (good)
= 5 (good) |

2 (very poor)

2 3 4 56 7

=5 (good)
= 5 (good)

= 2 ( very poor)

534T3'7



Plan J
Value
Conveniencé
Personalness

Quality

Plan M
Value

Personalness
Convenience

Quality

Plan P
Convenience
Personalness
Value

Quality
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PLAN CCMPARTSONS: SHEET 2

(poor)
(poor)
(very good)

(just adequate)

(poor)
(poor)
(very good)

(just adequate)

(poor)
(poor)
(very good)

(just adequate)

Plan K
Value

Convenience

Personalness
Quality =
1
Plan N
Value
Personalness
Convenience -
Quality =
1
Plan Q

Convenience

Personalness

Value

Quality =
<
)
1
<
o
o
o
"

= 2 (very poor)

= 3 (poor)

2

= 3 (poor)
= 3 (poor)

= 2 (very poor)

aaenbape asnp

3

£1030®ISTIES

3 (poor)

3 (poor)

3 (poor)

snTd Ax030®3ISTIES

5

009
poo3 Laap i

P

2 (very poor)

c

4
i

e

JUsTTo9X3
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INTERVIEWER'S ANSWER SHEET

Indifference Questions

Uncertain Factor

Money
Personalness
Convenience
Quality

Value

Corner Point Question

Yellow area = VA

Comments on interview (

Setting of Wheel

First Time

if any)

B

e

™~

yellow
yellow
yellaw
yellow

yellow

Second Time
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John R. Hauser earned an S.M. degree in Civil Engineering (Transpor-
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