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Preface

This is the second Consensus Study Report of the Panel on Improv-
ing Federal Statistics for Policy and Social Science Research Using 
Multiple Data Sources and State-of-the-Art Estimation Methods. 

Our first report, Innovations in Federal Statistics: Combining Data Sources 
While Protecting Privacy, was released in January 2017. In that report, the 
panel noted that there has been increasing attention in recent years to using 
data already collected by government entities for statistical purposes, such 
as evaluation of government programs. These data include such records as 
employment and earnings information on state unemployment insurance, 
income reported on federal tax forms, Social Security earnings and benefits, 
medical conditions and payments made for services from Medicare and 
Medicaid records, and food assistance program benefits. 

We also noted that after the panel had begun its work, Congress had 
established an Evidence-Based Policymaking Commission (P.L. 114-140) 
and charged it with examining arrangements for integrating federal survey 
and administrative data and making those data available to researchers for 
program evaluation. The commission issued its final report on September 7, 
2017, after the panel had completed its deliberations. 

The commission’s focus was somewhat different from that of the panel. 
It addressed using statistical analysis to evaluate government programs 
and alternative policy options. The panel was more specifically focused on 
improvement in federal statistics through the use of multiple data sources. 
However, there was clearly overlap in the two activities.

Since the panel had completed its work when the commission’s report 
was released, we could not consider the similarities and differences between 
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x PREFACE

the commission’s recommendations and our own, so we leave that to the 
readers of the two reports. It is our hope that this report is useful to federal 
agencies and their stakeholders, as well as to the broader research commu-
nity. It attempts to identify key challenges to sample surveys, which have 
long been the mainstay of federal statistics, and offer approaches to using 
the wealth of administrative and private-sector data that exist and that are 
being created every day. 

Robert M. Groves, Chair
Panel on Improving Federal Statistics for  

Policy and Social Science Research Using Multiple Data Sources and 
State-of-the-Art Estimation Methods
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Summary 

The environment for obtaining information and providing statistical 
data for policy makers and the public has changed significantly in the 
past decade, raising questions about the fundamental survey para-

digm that underlies federal statistics. New data sources provide opportuni-
ties to develop a new paradigm that can improve timeliness, geographic or 
subpopulation detail, and statistical efficiency. It also has the potential to 
reduce the costs of producing federal statistics. 

The panel’s first report (National Academies of Sciences, Engineer-
ing, and Medicine, 2017b) described federal statistical agencies’ current 
paradigm, which relies heavily on sample surveys for producing national 
statistics, and challenges agencies are facing; the legal frameworks and 
mechanisms for protecting the privacy and confidentiality of statistical 
data and for providing researchers access to data, and challenges to those 
frameworks and mechanisms; and statistical agencies’ access to alternative 
sources of data. The panel recommended a new approach for federal statis-
tical programs that would combine diverse data sources from government 
and private-sector sources and the creation of a new entity that would 
provide the foundational elements needed for this new approach, including 
legal authority to access data and protect privacy (see Executive Summary 
in Appendix A). 

This second of the panel’s two reports builds on the analysis, conclu-
sions, and recommendations in the first one. In this report we assess alter-
native approaches for implementing a new approach that would combine 
diverse data sources from government and private-sector sources, including 
describing statistical models for combining data from multiple sources; 
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2 FEDERAL STATISTICS, MULTIPLE DATA SOURCES, PRIVACY PROTECTION

examining statistical and computer science approaches that foster privacy 
protections; evaluating frameworks for assessing the quality and utility of 
alternative data sources; and various models for implementing the recom-
mended new entity. 

Together, the two reports offer ideas and recommendations to help fed-
eral statistical agencies examine and evaluate data from alternative sources 
and then combine them as appropriate to provide the country with more 
timely, actionable, and useful information for policy makers, businesses, 
and individuals. 

Methods for Combining Data Statistical methods that are currently avail-
able, such as record linkage techniques, dual frame estimation, imputation-
based models, and small-area estimation methods can be used to combine 
data sources and develop statistical estimates for characteristics of interest. 
The panel recommends that federal statistical agencies redesign current 
data collection efforts and estimation using multiple data sources, adapt 
current statistical methods to combine data sources, and develop partner-
ships with academia and external research organizations to develop the 
new methods needed for design and analysis using multiple data sources. 
Federal statistical agencies should also document the processes used to 
access, combine, and analyze multiple data sources and make that docu-
mentation publicly available. Altering current data collection practices for 
major federal surveys because one is able to combine data from different 
sources (such as administrative data with survey data) to enhance federal 
statistics requires substantial research efforts, and such changes should be 
careful and deliberative. 

Adopting and exploiting multiple sources of nonsurvey data for national 
statistics will require significant changes to the data collection and process-
ing pipelines currently used by federal statistical agencies. Federal statistical 
agencies will need to create research and production systems capable of 
using multiple, diverse data sources to create statistics. In doing so, agencies 
will need to consider the governance, functionality, and flexibility of the 
system. With the advent of new and different data sources and innovations 
in statistical products, federal statistical agencies need to provide transpar-
ency of their methods in clear communications to the public.

Privacy Moving to an environment in which multiple datasets are combined 
can change the threats to privacy. Federal statistical agencies are subject to 
a number of privacy and confidentiality laws that apply to their statistical 
data. New legal and policy issues may arise when linking records from dif-
ferent data sources. Because linked datasets can offer greater privacy threats 
than single datasets, the panel recommends that federal statistical agencies 
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SUMMARY 3

develop and implement strategies to safeguard privacy while increasing 
accessibility to linked datasets for statistical purposes.

It is important to distinguish between two avenues to privacy breach 
in the context of statistical data analysis: threats to the security of the raw 
data and threats through the use of statistical findings, aggregations, and 
conclusions drawn from the confidential data to identify an individual or 
organization. At this time of transition in the statistical environment, there 
are weaknesses in the methods for disclosure limitation while the feasibil-
ity of implementing new approaches, such as differential privacy, has not 
been clearly demonstrated. Thus, the panel recommends that statistical 
agencies engage in collaborative research with academia and industry to 
develop new techniques to address potential breaches of the confidentiality 
of their data.

Data Quality Survey researchers have developed quality frameworks for 
classifying and examining different potential sources of error in surveys. 
However, unlike survey data, nonsurvey data sources are not created with 
the purpose of creating statistics. Thus, combining data from multiple 
data sources will also require a new or modified quality framework. Some 
quality dimensions, such as timeliness and granularity, have often been 
undervalued as indicators of quality, but they will become increasingly 
relevant with statistics based on multiple data sources. The panel recom-
mends that federal statistical agencies adopt a framework for statistical 
information that goes beyond the traditional quality measure of the total 
survey error. The new framework should include additional dimensions that 
better capture user needs, such as timeliness, relevance, accuracy, acces-
sibility, coherence, integrity, privacy, transparency, and interpretability. In 
addition, more attention should be paid to the tradeoffs between different 
quality aspects of data.

 
A New Entity Although some of the recommendations in this report for 
improving federal statistics could be carried out by existing agencies or by 
cooperative agreements among agencies, the panel recommends the creation 
of a new entity that will provide a secure environment for analysis of data 
from multiple sources, coordinate acquisition and use of data, and identify 
and facilitate research on the challenges that are common across statistical 
agencies. The entity should follow the principles and practices for federal 
statistical agencies and permit data access only for statistical purposes. 

The panel’s proposed new entity should assist federal statistical agen-
cies in identifying data sources that can most effectively inform the creation 
of national statistics, help develop techniques to use those data to compute 
national statistics while respecting privacy and other protection obligations 
on the data, and nurture the expertise required for these activities. While 
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4 FEDERAL STATISTICS, MULTIPLE DATA SOURCES, PRIVACY PROTECTION

adhering to confidentiality, privacy, and data security requirements, statisti-
cal agencies and the new entity should strive to provide both federal and 
external researchers access to data for exclusively statistical purposes in a 
timely manner that is not administratively burdensome. 

Staff Development Current and future staff of the federal statistical agen-
cies will need additional training and skills to combine multiple data 
sources to enhance federal statistics in several areas. These areas include 
statistical methods for combining multiple data sources; various aspects of 
data quality and the appropriate metrics and methods for examining data 
quality from different sources; and modern computer science technology, 
including but not limited to distributed computing, database management, 
cryptography, and privacy-preserving and privacy-enhancing technologies. 
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1

Introduction

At 8:30 a.m. on the first Friday of every month, the Bureau of Labor 
Statistics (BLS) announces the employment situation for the United 
States, which includes the count of new jobs and the unemploy-

ment rate. The monthly announcement can result in the movement of more 
than $150 billion in investments in U.S. stock markets within minutes of 
release (see, e.g., Saslow, 2012). This economic indicator is one of a variety 
of indicators produced and released by BLS and other federal statistical 
agencies on a weekly, monthly, quarterly, or annual basis. These statistics 
are scrutinized by economists, policy makers, and advocacy groups, and 
they influence a broad range of decisions by governments, businesses, and 
individuals. 

However, in the not-too-distant future, the release of the employment 
situation and other economic indicators for the United States may look 
more like the following: at 8:30 a.m. each business day, a labor market 
dashboard on the BLS website is updated with information compiled from 
a multitude of sources that provide various readings on the employment 
situation in the United States, including the number of jobs, new hires, job 
openings, layoffs, job leavers, and claims for unemployment insurance, as 
well as the number of business establishments, new businesses created, and 
businesses that were dissolved. 

In this not-too-distant future, website visitors may see changes since 
the beginning of the year, beginning of the month, the previous day, or 
over any time period they select. Rates of unemployment and employment 
can also be calculated and shown. BLS endeavors to provide timely infor-
mation as transparently as possible and provides links to the information 

5
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6 FEDERAL STATISTICS, MULTIPLE DATA SOURCES, PRIVACY PROTECTION

on the various sources of data and when they are expected, received, and 
included in the released statistics as well as their strengths and weaknesses. 
For example, data from a number of companies and payroll services pro-
viders arrive on similar schedules due to monthly, biweekly, or weekly 
payroll data that is provided on a flow basis to BLS. Similarly, states can 
transmit updates to their administrative information about their business 
establishments and unemployment insurance claims on a daily or weekly 
basis, which are clearly noted. Updates from various Internet job sites are 
summarized and updated daily. 

Although each of these sources provides large amounts of information, 
each source represents a distinct portion of the universe of the U.S. popula-
tion. BLS also combines these sources and uses data from ongoing federal 
surveys to update and calibrate statistical models that provide more timely 
and geographically detailed information than what is currently available. 
Technical documentation on these models is readily accessible for users 
interested in this level of detailed information. 

How far away is the above scenario, a 21st-century statistical infor-
mation infrastructure that can provide near real-time statistics on the U.S. 
labor market and other aspects of the economy and society? That question 
underlies the work of this panel.

PANEL CHARGE AND FOUNDATION

The Committee on National Statistics (CNSTAT), in the Division of 
Behavioral and Social Sciences and Education (DBASSE) at the National 
Academies of Sciences, Engineering, and Medicine, received funding from 
the Laura and John Arnold Foundation to convene an ad hoc panel of 
experts in social science research, sociology, survey methodology, econom-
ics, statistics, privacy, public policy, and computer science. The panel’s 
charge was to consider a possible shift in federal statistical programs, from 
the current approach of providing users with the output from a single 
census, survey, or administrative records source, to a new paradigm of 
combining data sources with state-of-the-art methods. The goal of such a 
shift would be to give users richer and more reliable datasets that lead to 
new insights about policy and socioeconomic behavior. The full statement 
of task for the panel is shown in Box 1-1. 

The goal of the panel’s first report was to review the changing social 
and technological environment and its effect on the survey paradigm that 
underlies many federal statistical programs, as well as the potential of mak-
ing greater use of other data sources, such as government administrative 
data and private-sector data for federal statistics. The goal of this report 
was to examine further what is known and attainable now and what needs 
further research, resources, and leadership to accomplish. This second 
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INTRODUCTION 7

report expands on the issues raised in our first report and discusses what is 
needed to implement the panel’s recommendations. 

In its first report, the panel reviewed the importance of federal sta-
tistics in providing critical information to the country and serving a key 
role in the functioning of a democratic government and society. CNSTAT 
recently updated its Principles and Practices for a Federal Statistical Agency 
(National Academies of Sciences, Engineering, and Medicine, 2017c) with 
regard to the principles and practices that ensure that these statistics are 
objective and independent of political influence so that users can trust and 
rely on them for making decisions. That report offers four principles appli-
cable to our panel’s work: 

Principle 1. Relevance to Policy Issues A federal statistical agency must 
be in a position to provide objective, accurate, and timely information 
that is relevant to issues of public policy. 

Principle 2. Credibility Among Data Users A federal statistical agency 
must have credibility with those who use its data and information. 

Principle 3. Trust Among Data Providers A federal statistical agency 
must have the trust of those whose information it obtains. 

Principle 4. Independence from Political and Other Undue External 
Influence A federal statistical agency must be independent from politi-
cal and other undue external influence in developing, producing, and 
disseminating statistics. 

These principles are reflected in the operations of national statistical 
offices around the world (see U.N. General Assembly, 2014) and have simi-
larly been affirmed by the U.S. Office of Management and Budget (OMB; 
2014b) for U.S. federal statistical agencies. Because OMB is charged with 
coordinating the federal statistical system (44 U.S. Code 3504 (e)), the 
agency’s Statistical and Science Policy Branch plays a critical role in commu-
nicating these important principles to the Executive Office of the President 
and supporting statistical agencies within their departments. 

To fulfill their missions, federal statistical agencies must uphold and 
express these principles. Principles and Practices for a Federal Statisti-
cal Agency (National Academies of Sciences, Engineering, and Medicine, 
2017c) also delineates 13 practices that agencies should follow to help 
achieve and embody these principles (see Box 1-2). Federal statistical agen-
cies are the entities tasked with providing the objective, timely, relevant, 
accurate information that the country’s policy makers, businesses, and indi-
viduals need to make decisions and understand the status of the economy 
and social issues. 
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Although the states and private-sector firms play important roles in 
working with the statistical agencies, those entities do not have the same 
mission as that of federal statistical agencies. The panel’s outreach and 
discussions with a variety of private-sector firms revealed that even the 
large amounts of data firms have that could be useful for federal statistics 
are unlikely to replace federal statistics; indeed, firms often rely on federal 

BOX 1-1  
Statement of Task

An ad hoc panel of nationally renowned experts in social science research, 
computing technology, statistical methods, privacy, and use of alternative data 
sources in the United States and abroad will conduct a study with the goal of 
fostering a paradigm shift in federal statistical programs. In place of the current 
paradigm of providing users with the output from a single census, survey, or ad-
ministrative records source, a new paradigm would use combinations of diverse 
data sources from government and private-sector sources combined with state-
of-the-art methods to give users richer and more reliable statistics leading to new 
insights about policy and socioeconomic behavior. The motivation for the study 
stems from the increasing challenges to the current paradigm, such as declining 
response rates and increasing cost and burden for surveys. 

The panel will prepare two reports as part of this study: 

First Report

The first report will discuss the challenges faced by the federal statistical 
system; the current paradigm of providing users with the output from a single 
census, survey, or administrative records source and that paradigm’s increasing 
disadvantages for meeting user needs; and the foundational elements needed 
for a new paradigm. 

More specifically, the first report will discuss

•	 	federal statistical agencies’ current paradigm for producing national sta-
tistics and challenges to this paradigm; 

•	 	federal statistical agencies’ legal frameworks and mechanisms for pro-
tecting the privacy and confidentiality of their data and challenges to 
those frameworks and mechanisms; 

•	 	federal statistical agencies’ legal frameworks and mechanisms for pro-
viding access to underlying data to researchers to foster transparency, 
replicability of statistical series, and for policy and social science research 
and challenges to those frameworks and mechanisms; 

•	 	federal statistical agencies’ access to alternative sources of data for fed-
eral statistical programs, the organizational structures sustaining access, 
and the impediments to access;
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statistical information to better use and understand their own data. As 
we noted in our first report (National Academies of Sciences, Engineer-
ing, and Medicine, 2017b, Ch. 3), administrative and private-sector data 
sources vary in their fitness for use in federal statistics. Administrative 
data sources are currently being used in the federal statistical system in 
a variety of ways (see Chapter 2), but private-sector data have been used 

•	 	the characteristics of a new paradigm for federal statistical programs that 
would combine diverse data sources from government and private-sector 
sources with state-of-the-art methods to give users richer and more reli-
able statistics; and 

•	 	the foundational elements needed for a new paradigm. 

The first report will contain findings and conclusions from the panel’s delib-
erations and recommendations for steps needed to lay the foundation for a new 
paradigm.

Second Report

The second report will propose approaches for implementing a new para-
digm that would combine diverse data sources from government and private-
sector sources with state-of-the art methods to give users richer and more reliable 
statistics. 

The second report will

•	 	assess alternative approaches for implementing a new paradigm that 
would combine diverse data sources from government and private-sector 
sources; 

•	 	evaluate concepts, metrics, and methods for assessing the quality and 
utility of alternative data sources, analogous to the “total error” framework 
used for surveys;

•	 	evaluate statistical models for combining data from multiple sources; 
•	 	examine metrics and methods for evaluating the quality of combined-

information estimates; 
•	 	evaluate alternative designs of statistical processes that foster privacy 

protections, transparency, objectivity, timeliness, replicability, efficiency, 
and continuity of statistical series; and 

•	 	identify priorities for research needed for federal statistical agencies to 
advance a multiple data-sources paradigm. 

The second report will contain findings, conclusions, and recommendations 
for actions toward implementing a new multiple data-sources paradigm for federal 
statistics.
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in much more limited applications. Private-sector data sources could be 
part of a multitude of data sources that agencies might use in their model-
ing. There are issues of obtaining access for these sources, as well as the 
feasibility of being able to maintain stable access over time. Those issues 
would need to be addressed to incorporate these kinds of data into federal 
statistical programs (see National Academies of Sciences, Engineering, and 
Medicine, 2017b, Chs. 3 and 4). 

Reliable, objective statistics for the public good has been inherently a 
governmental function. However, a more cost-efficient and cost-effective 
21st-century information infrastructure can be created for the federal sta-
tistical system that would permit greater collaboration among federal agen-
cies, states, and private-sector entities in providing vital information for the 
common good. 

OVERVIEW OF THE PANEL’S FIRST REPORT

The panel’s first report (National Academies of Sciences, Engineering, 
and Medicine, 2017b) reviewed the current ability of the federal statistical 
agencies to access and use administrative and other data sources to enhance 
federal statistics. In our review of the potential of various data sources 
in our first report, we noted that some administrative and private-sector 

BOX 1-2 
Practices for a Federal Statistical Agency

Principles and Practices for a Federal Statistical Agency: Sixth Edition (Na-
tional Academies of Sciences, Engineering, and Medicine, 2017c, p. 3) delineates 
13 practices for a federal statistical agency to implement the four principles: 

 1. A clearly defined and well-accepted mission
 2. Necessary authority to protect independence
 3. Use of multiple data sources for statistics that meet user needs
 4. Openness about sources and limitations of the data provided
 5. Wide dissemination of accessible and easy-to-use data
 6. Cooperation with data users
 7. Respect for the privacy and autonomy of data providers
 8. Protection of the confidentiality of data providers’ information
 9. Commitment to quality and professional standards of practice
10. An active research program
11. Professional advancement of staff
12. A strong internal and external evaluation program
13. Coordination and collaboration with other statistical agencies
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sources hold particular promise for enhancing federal statistics and provid-
ing vital information to inform policy makers and the public. However, 
these sources also need a careful examination of their properties before 
they could be used to produce reliable statistical information. Some data 
sources, such as those from various Internet sources, require very different 
processing than the survey data currently collected by federal statistical 
agencies. We discussed the potential benefits, as well as the risks, of using 
these data sources in combination with surveys to enhance federal statistics, 
and we recommended that federal statistical agencies systematically review 
their programs and these new data sources to assess their use for enhancing 
federal statistics. 

Combining a diversity of sources with different characteristics, 
strengths, and weaknesses also requires different statistical modeling tech-
niques than producing direct estimates from a single survey or administra-
tive data source. Bringing diverse data sources together and linking them 
in various ways (at the individual level, at the establishment level, and 
at various geographic levels) and permitting a variety of useful statistical 
analyses to be done also requires a focus on privacy and security to ensure 
that the data are used only for statistical purposes and are protected from 
disclosure—intentional or unintentional. Thus, we also recommended that 
agencies examine new approaches from computer science and cryptography 
to protect the confidentiality of their data and the privacy of those whose 
information is in their datasets. 

Throughout that report, we emphasized the dramatic changes that have 
taken place in recent years in the amount of government administrative 
data and private-sector data that are available in electronic form and noted 
that the current system is not structured to take advantage of this wealth 
of data. We concluded that the status quo limits the statistical system in 
providing objective, relevant, timely, and accurate statistics to inform policy 
makers, businesses, and the public. We provided evidence and examples of 
the obstacles federal statistical agencies face in obtaining access to federal 
administrative data. We noted even greater obstacles when data are held 
outside the federal government by states, local governments, or private enti-
ties. We noted how statistical agencies have continued to work creatively 
under these constraints, but without a standardized process for accessing 
data, the result is missed opportunities. We further noted that one possible 
remedy for these difficulties would be the creation of an agency that is 
directly charged to ensure timely and effective access of program data for 
statistical purposes. Our analysis and these conclusions led to our overall 
assessment and recommendation (National Academies of Sciences, Engi-
neering, and Medicine, 2017b, p. 102): 
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The panel believes that the nation needs a secure environment where ad-
ministrative data can be statistically analyzed, evaluated for quality, and 
linked to surveys, other administrative datasets, and other data sources. 
Such an environment would need to have the authority to control access 
for statistical purposes. It would also have to use and continually evaluate 
and enhance privacy measures. Integration of these efforts into a single en-
tity could achieve many benefits if all statistical agencies could use a secure 
data-sharing environment. Without a new entity, no scaling of expertise 
can occur in privacy protection measures, statistical modeling on multiple 
datasets, and IT [information technology] architectures for data sharing.

 A new entity or an existing entity should be designated to facilitate secure 
access to data for statistical purposes to enhance the quality of federal 
statistics. (Recommendation 6-1, p. 102)

We concluded that such an entity was needed to create a 21st-century 
statistical information infrastructure given the decentralized nature of the 
federal statistical system and the difficulties that face statistical agencies in 
accessing, evaluating, and using a variety of administrative and private-
sector data sources for statistical purposes. We did not specify exactly 
where this entity would be located or precisely how it would operate, but 
we did describe several prerequisites for the entity to be successful and sus-
tainable, and we noted a variety of issues that would need to be addressed 
in creating this entity. 

We made clear that the recommended new entity would not be intended 
to serve as a national data center or data warehouse and would not contain 
massive linked files on individuals or businesses. Indeed, we are confident 
that new privacy-enhancing developments from computer science could 
offer greater assurances to the U.S. public about proper protections of the 
data on them held by agencies. We stressed that any data accessed through 
the recommended entity could be used only for statistical purposes: the data 
could not be used by any agency for any administrative, enforcement, or 
regulatory uses that would affect the rights, privileges, or benefits of any 
individual, business, or organization. With careful oversight and controls, 
data would be accessed through the new entity by certified federal statistical 
agency personnel to create national statistics and by certified researchers 
conducting approved statistical analyses. 

OVERVIEW OF THIS REPORT

This report builds on the analysis, conclusions, and recommendations 
in the panel’s first report. We describe what is known and attainable now 
and what needs further research, resources, and leadership to accomplish. 
Our goal is to help federal statistical agencies examine and evaluate data 
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from multiple alternative sources and then combine them as appropriate 
to enhance the timeliness, geographic detail, and scope of federal statistics. 
Such use of multiple data sources will ultimately benefit the country with 
more timely, actionable, and useful information for policy makers, busi-
nesses, and individuals. 

In this report, we describe statistical methods for combining different 
data sources, privacy-preserving techniques for analysis, and a needed qual-
ity framework for different data sources. We also consider legal and com-
puter science views of privacy and implications for statistical agencies, as 
well as key elements of information technology (IT) infrastructure needed 
for utilizing multiple data sources. We also further elaborate on various 
approaches to creating the recommended new entity and the pros and cons 
of those approaches. 

We believe that the recommended new entity in our first report is the 
foundation for making substantial progress on all these topics and enabling 
a 21st-century statistical information infrastructure for the country. We 
consider possible answers to questions raised in the first report regarding 
how the recommended new entity should be set up and operate, and com-
pare advantages and disadvantages of arrangements for this entity. 

Although we have the recommended entity very much in mind through-
out this report and believe that it is a much-needed resource for the federal 
statistical system and the country, it is important to note that many of the 
conclusions and recommendations in this report are applicable without the 
recommended entity. Individual federal statistical agencies are already mak-
ing efforts along all the lines we described in our first report and describe 
further in this report. This work will progress and needs to progress with 
or without a new entity. Without a new entity, however, large opportunity 
costs will be incurred and the benefits from these new data sources will 
be realized much more incompletely, unevenly across domains, and inef-
ficiently than would be the case with a new entity. 

REPORT STRUCTURE

As detailed in the panel’s statement of task (Box 1-1), this second 
report focuses on implementation of a new approach for producing federal 
statistics from multiple data sources, including evaluating quality metrics, 
statistical models for combining data, and methods for preserving privacy. 
It also provides recommendations for needed research to move forward 
with a paradigm of using multiple data sources for federal statistics. 

As part of its fact-gathering activities, the panel sponsored three pub-

Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


14 FEDERAL STATISTICS, MULTIPLE DATA SOURCES, PRIVACY PROTECTION

lic workshops1 and held two open discussions: one with the heads of the 
principal statistical agencies, and one with statistical agency experts with 
technical knowledge of IT in the federal statistical system. We also commis-
sioned additional outreach to some private-sector firms to better understand 
their perceptions and use of federal statistics and their potential interest in 
providing access to their data for use in federal statistics. 

In Chapter 2, we build on the brief overview of statistical methods for 
combining multiple data sources in the first report and describe issues with 
linking different data sources, as well as techniques for analyzing combined 
data sources, and note areas where further research is needed. In Chapter 3, 
we provide an overview of the issues and requirements related to IT infra-
structure that federal statistical agencies will need to consider when imple-
menting a paradigm for using multiple data sources for federal statistics. 

In Chapter 4, we bring together the legal and computer science 
approaches to privacy and confidentiality and discuss the implications 
for federal statistical agencies for combining multiple data sources. In 
Chapter 5, we expand on our discussion from the first report for how sta-
tistical agencies should deal with the security and privacy issues raised by 
combining multiple data sources. We suggest techniques and approaches 
that agencies should consider for their programs and needed research. In 
Chapter 6, we describe existing quality frameworks and apply these to 
examples in which statistics could be created by combining data from mul-
tiple sources and note areas where further research is needed. 

In Chapter 7, we examine in more detail different possible models of 
the recommended new entity for combining multiple data sources for fed-
eral statistics and consider their advantages and disadvantages. 

1 Copies of the workshop presentations are available at http://sites.nationalacademies.org/
DBASSE/CNSTAT/DBASSE_170269 [September 2017]. 
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2

Statistical Methods for Combining 
Multiple Data Sources

In the panel’s first report, we described the multiple types of additional 
data sources—federal and state administrative data, electronic health 
records, web scrapings, credit card transactions, satellite images, and 

sensor data, among others—that might be used to improve the level of 
detail, timeliness, and cost of federal statistics. Federal statistical agencies 
have long used administrative data to improve the efficiency of the design 
of probability surveys and to adjust for nonresponse, and we noted how a 
number of agencies are currently investigating nonsurvey data sources to 
supplement or replace data from probability surveys. These investigations 
share common features, in which the information from the different sources 
needs to be evaluated and combined. 

In this chapter, we review statistical methods for combining informa-
tion, identify research needs, and propose steps that can be taken to facili-
tate a new paradigm for producing federal statistics. As noted in Chapter 1, 
that paradigm would shift from sole reliance on probability surveys to a 
system that relies on probability surveys along with administrative and 
private-sector data, making use of the strengths of each data source. We 
begin by describing statistics that are currently produced or might be 
desired and summarizing some of the features of data sources that might 
be combined to produce those statistics. We next summarize the statisti-
cal methods that have been proposed for combining information, where 
the choice of method depends on the statistical purpose, the nature of the 
available data, and privacy and other considerations. When individual 
records from multiple datasets for each person or entity are available, 
they can sometimes be linked through statistical models. When aggregate 

15
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statistics are available or linkage cannot be done, multiple frame methods 
or modeling can be used. We also outline research that is needed in the 
area of statistical methodology and describe a framework for promoting 
the development of methods for combining data sources. Citro (2014) and 
Lohr and Raghunathan (2017) provide more detailed discussions of statisti-
cal methods and possible research directions. 

DEMANDS FOR MORE GRANULAR STATISTICS

The usefulness of a data source for federal statistics depends on the type 
of information that is desired, which includes

•	 Information for the United States as a whole: What is the national 
unemployment rate? How many people were victimized by violent 
crime in 2016? How many people have diabetes in the United 
States, and what are the associated health care costs?

•	 Information for regions or states: How many children are eligible 
to receive assistance from the Supplemental Nutrition Assistance 
Program (SNAP) in Arkansas? What is the forecast yield of the 
winter wheat crop in Kansas? 

•	 Information for local jurisdictions: What is the violent crime vic-
timization rate in Chicago? What is it in Fresno? What percentage 
of 4th-grade students in the Chicago Public Schools is at or above 
the “proficient” level in mathematics? What effect did Hurricane 
Katrina have on poverty in New Orleans?

•	 Information for demographic groups or other subpopulations: 
What is the 2016 unemployment rate among adults without a 
high school degree? What percentage of people ages 65 and older 
worked full time in January 2017? What is the job creation rate 
among businesses that are less than 5 years old? How many busi-
ness establishments in Hawaii with four or fewer employees closed 
in 2016? Information may be desired for race or ethnicity groups, 
men or women, and specific age or education groups. Information 
may be desired for cross-classifications of demographic and geo-
graphic subpopulations. 

Large-scale probability sample surveys have long been the foundation 
for producing many national statistics for the United States. Probability sur-
veys can be designed to measure the specific concepts of interest, but they 
are expensive, particularly those conducted through face-to-face interviews. 
As discussed in the panel’s first report, both costs and nonresponse rates for 
probability surveys have increased in recent years. 

Policy makers and data users are demanding ever-increasing granular-
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ity for statistics, wanting more geographic detail, more frequent releases of 
statistics, and more information about subpopulations. Some probability 
surveys have been designed and others modified to allow for the release 
of more detailed or frequent statistics. Before the American Community 
Survey (ACS) was launched in 2005, detailed geographic-level information 
on poverty, disability, employment, family relationships, and other charac-
teristics of the U.S. population was available only from the “long form” of 
the decennial census at 10-year intervals. The ACS produces direct annual 
estimates1 for areas with populations of at least 65,000, and estimates 
based on the past 5 years of data collection for areas with populations of 
at least 7,000. These estimates produce 11 billion statistics each year (see 
Hedrick and Weister, 2016). 

Similarly, the Current Population Survey (CPS) publishes monthly 
estimates of national unemployment and labor participation rates, with 
separate statistics given for subpopulations that include cross-classifications 
by race and ethnicity, sex, and age (for an example, see Bureau of Labor 
Statistics, 2017b). However, labor force estimates for subpopulations of 
smaller geographic regions—census regions and divisions, states, metropoli-
tan areas, and principal cities—are produced annually by aggregating the 
monthly surveys (see Bureau of Labor Statistics, 2015). 

For the ACS and CPS, as for other probability samples, there is a 
tradeoff between geographic or subpopulation detail and timeliness.2 A 
direct estimate of a subpopulation characteristic from the survey requires 
a sample size for the subpopulation that is large enough for the statistic to 
be reliable. In order to do so, data must be accumulated either over time 

1 A direct estimate is one that is produced using the data from the survey. Other data sources 
may be used to calibrate the weights of the survey for undercoverage and nonresponse, but 
the data about the characteristic being estimated come from the survey.

2 Tradeoffs are also made in the surveys’ design to enable production of state-level estimates. 
To produce state-level statistics, the CPS takes a sample of households from every state, with 
sample sizes ranging from 500 to 4,600 households (Bureau of Labor Statistics, 2012). Some 
states have a higher share of the sample than their share of the adult population (people ages 
16 and older) and this oversampling of smaller states allows the CPS to produce reliable state-
level estimates, but it makes the design less efficient for producing national estimates because 
adults in large states are less likely to be included in the sample than adults in small states. 

The design of the National Crime Victimization Survey (NCVS) has also been modified 
to enable production of selected state-level estimates. The original survey design, tailored to 
produce national estimates of victimization, gave every household in the United States roughly 
an equal chance of being selected for the survey, but this design could result in some states 
having no one in the sample. In response to an increasing need for crime statistics at the state 
and local level, the Bureau of Justice Statistics redesigned the survey to produce direct estimates 
of victimization for 22 states (Planty and Langton, 2014; Langton and Fay, 2016; Bureau 
of Justice Statistics, 2016). This was done by augmenting the sample size in those states as 
needed to produce 3-year rolling-average estimates of victimization with the desired precision. 
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(through repeated data collections) or over space (collapsing across differ-
ent geographic areas). 

The designs of the ACS and CPS have been formed or modified so that 
they can produce direct estimates at more frequent intervals or at finer 
levels of geography, but the high costs of data collection limit their sample 
sizes in small geographic areas. By combining these surveys with other data 
sources, it may be possible to produce reliable estimates for even smaller 
subpopulations or with greater frequency. In addition, other data sources 
may measure variables not found in a survey, which may give a richer 
picture of the relationship between, say, poverty and health outcomes. 
Administrative and private-sector data sources already exist and the cost 
to use them for statistical purposes may be lower than the cost to collect 
additional data from probability surveys. 

Nonsurvey data sources can also provide a fresh perspective on the 
redesign of federal surveys. In some cases, questions can be eliminated from 
a survey if equivalent and reliable measurements are available from another 
data source. Nonsurvey data sources can also be used to construct or refine 
the sampling frame used to draw the samples to improve efficiency and 
reduce respondent burden. The measurements available in nonsurvey data 
sources may also be useful in determining the most efficient mode for data 
collection. Thus, nonsurvey data sources are not just useful for estimation 
purposes but also for the possible redesign of many federal surveys. 

Yet nonsurvey data sources have their own problems (see Chapter 6 
for a fuller disussion of quality issues). Administrative data, such as tax 
records, are collected for a specific purpose that may not match the needs 
for the statistics being produced. For example, the tax entity represented 
in the records could be a large business enterprise with multiple locations, 
which could be different from the statistical entity of interest: a single busi-
ness establishment location. The administrative data often have limited 
variables, and these do not necessarily measure the characteristics of inter-
est. Data sources may be missing important parts of the population: for 
example, electronic medical records may be less likely to contain informa-
tion about people who do not have health insurance or people who have 
not recently used any medical services. Data sources such as social media 
may be vulnerable to external manipulation through “bots” or organized 
campaigns. The quality of the responses given in data sources may be 
unknown, and protocols for data collection may change without notice 
or documentation. Finally, to be useful, an alternative data source must 
have continued accessibility and availability for federal statistical purposes. 
Despite these shortcomings, it would be valuable to investigate and imple-
ment strategies to combine information from survey and nonsurvey data 
sources to improve efficiency and meet the ever-growing need for more 
information.
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Ultimately, a framework is needed for combining different data sources 
that draws on the strengths and counterbalances the weaknesses of each 
source, resulting in more useful information, or lower costs, than what 
would be achievable from a single source. For example, Horrigan (2013a, 
2013b) describes data sources that the Bureau of Labor Statistics (BLS) uses 
when producing the Consumer Price Index (CPI) and the Producer Price 
Index (PPI), which include the following: 

•	 data from the Billion Prices Project (Cavallo and Rigobon, 2016), 
•	 retail scanner data,
•	 information on used cars from J.D. Power and Associates, 
•	 stock exchange bid and ask prices and trading volume data, 
•	 data on hospitals from the American Hospital Association, 
•	 diagnosis codes from the Agency for Healthcare Research and 

Quality, 
•	 administrative data on crude petroleum from the Energy Informa-

tion Administration, 
•	 administrative data on baggage fees from the U.S. Department of 

Transportation, 
•	 SABRE data on airline pricing, and 
•	 Medicare Part B reimbursement information. 

The economic concepts for the CPI and PPI provide the framework for 
integrating different data sources, and BLS can create more accurate and 
cost-effective indexes by relying on multiple sources rather than on a single 
source. In a similar vein, the Medical Expenditure Panel Survey incorpo-
rates data from multiple survey and administrative records sources as part 
of its design (see Box 2-1). 

Combining survey data with other data sources, or combining multiple 
administrative data sources, has many potential advantages over the survey 
paradigm. A number of recent studies have identified information domains 
that would benefit from drawing on alternative data sources to provide 
key statistics beyond what is possible or practical through a federal survey. 
For example, one study (National Research Council, 2014a) recommended 
that the National Center for Science and Engineering Statistics (NCSES) 
engage in a program of research to explore and experiment with a variety 
of existing alternative datasets quickly and inexpensively to understand 
aspects of innovation in science and engineering. Similarly, another study 
that considered measuring social and civic engagement and social cohesion 
(National Research Council, 2014b) concluded that only a limited number 
of variables can be included on national surveys and that combining sur-
vey data with other sources can provide useful explanatory variables and 
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greater geographic detail needed for research on social capital, social cohe-
sion, and civic engagement. 

Citro (2014, p. 152) summarized the advantages of using multiple data 
sources to produce official statistics, listing eight ways in which administra-

BOX 2-1 
Use of Multiple Data Sources in the 
Medical Expenditure Panel Survey

The Medical Expenditure Panel Survey (MEPS) is sponsored by the Agency 
for Healthcare Research and Quality (AHRQ). It is designed to give accurate 
and reliable information about the U.S. population’s health care coverage, utiliza-
tion, expenditures, and access to care. Created in 1996, MEPS is designed by 
a combination of three different interrelated surveys: the household component 
(MEPS-HC), the medical provider component (MEPS-MPC), and the insurance 
component (MEPS-IC). MEPS is cosponsored by the National Center for Health 
Statistics (NCHS) and uses Westat, Research Triangle Institute (RTI) Interna-
tional, and the U.S. Census Bureau as main data collection organizations. MEPS 
provides a model for combining data sources, combining information across 
person, household, and provider level, and using information from parts of one 
component as a source of information for other components.

The MEPS-HC is designed by selecting a subsample of households from the 
National Health Interview Survey (NHIS) conducted by NCHS. During the survey, 
information is collected about health conditions, health status, demographic char-
acteristics, employment, and income, in addition to information regarding health 
insurance coverage, access to care, and changes and source of payment. 

Following the MEPS-HC, the MEPS-MPC is used to collect information from 
providers for the individuals who provided responses in the MEPS-HC (see Cohen 
and Cohen, 2013). The information is collected from health care providers, includ-
ing physicians, hospitals, health agencies, and pharmacies, and includes dates of 
visits, charges, and medical care services. 

These two components are then linked using statistical probabilistic matching 
procedures. Ideally, these two components should match as they contain informa-
tion about the same individual, but sometimes there are inconsistencies in the 
reporting of the same medical events between MEPS-HC and MEPS-MPC. When 
there is an inconsistency, the MEPS-MPC information is preferred because pro-
viders’ data are generally considered superior in accuracy to household responses 
(Cohen et al., 2009). This linked dataset is then used as the primary source of 
information regarding expenditure estimation. 

Finally, the MEPS-IC obtains information from a sample of private- and 
public-sector employers on the health insurance plans they offer their employees, 
including health insurance plans offered, premiums, contributions by employer 
and employees, and employer characteristics. The purpose of this component is 
to better understand what health insurance is available on both a national and 
state level; these data are not linked with data from the MEPS-HC.
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tive data sources could be used to improve the quality of household survey 
data:

1.  Assist in the evaluation of survey data quality by using compari-
sons with aggregate estimates, appropriately adjusted for differ-
ences in population universes and concepts, and by exact matches 
of survey and administrative records. 

2.  Provide control totals for adjusting survey weights for coverage 
errors.

3.  Provide supplemental sampling frames for use in a multiple frame 
design. 

4.  Provide additional information to append to matched survey 
records to enhance the relevance and usefulness of the data. 

5.  Provide covariates for model-based estimates for smaller geo-
graphic areas than what the survey can support directly. 

6.  Improve models for imputations for missing data in survey records. 
7.  Replace “no” for survey respondents who should have reported an 

item, replace “yes” for survey respondents who should not have 
reported an item, and replace reported values for survey respon-
dents who misreport an item. 

8.  Replace survey questions and use administrative records values 
directly.

 Her arguments can be extended to nonfederal and non-administrative 
data sources as well. Most household surveys currently use methods 1 and 
2, and some surveys use or are exploring methods 3 through 8 to make 
more efficient use of data from other sources. 

CONCLUSION 2-1 New data sources have emerged during the last 
few years, providing opportunities to develop a new paradigm for 
statistical design and analysis systems that can improve timeliness, 
geographic or subpopulation detail, statistical efficiency, and reduce 
costs of producing federal statistics.

RECOMMENDATION 2-1 Multiple data sources should be used to 
redesign current data collection efforts and estimation tasks to improve 
the utility, timeliness, and cost-efficiency of federal statistics.

In the panel’s first report we noted several examples of statistical agen-
cies that are currently making efforts along these lines (see National Acad-
emies of Sciences, Engineering, and Medicine, 2017b, Ch. 2), but more 
research is needed to understand these new approaches and to evaluate 
specific sources for use in particular applications. We recognize that alter-
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ing major federal surveys by combining data sources (such as administra-
tive data and survey data) requires substantial work both in planning and 
research and in the design phase. Agencies should be careful and delib-
erative in implementing changes based on this research, to understand the 
implications of substituting an administrative data source for particular 
survey data.

In some cases, items currently collected in a survey could be available 
from an administrative source. The Census Bureau has been exploring the 
usefulness of tax information from the Internal Revenue Service to replace 
the income questions in the American Community Survey (see O’Hara, 
2016). In other cases, it may be possible to considerably redesign or even 
discontinue a survey based on the possibilities of obtaining and using 
administrative data and data from other sources. The National Center for 
Health Statistics was able to replace the National Nursing Home Survey 
and the National Home and Hospice Survey beginning in 2012 with admin-
istrative data from the Centers for Medicare & Medicaid Services. In yet 
other situations, it may be possible to combine information from adminis-
trative data sources with information from surveys. The remainder of this 
chapter summarizes statistical methods that can be used for combining data 
from different sources. 

STATISTICAL METHODS FOR COMBINING DATA

Record Linkage

 Record linkage refers to any method by which records from different 
data sources that are thought to belong to the same entity are associated, 
and records that are thought to belong to different entities are distinguished. 
Linking variables are variables that are used to match or distinguish records 
from different sources, most commonly: Social Security number (SSN), 
name, address, date of birth, age, race, sex, family relationships, and use 
of social services. However, almost any variable that is present on two (or 
more) data sources can be used as a linkage variable.

Record linkage methods are typically classified as either deterministic 
or probabilistic, and these methods are described briefly in Box 2-2 and in 
greater detail in Herzog et al. (2007), Christen (2012), and Harron et al. 
(2015). In the remainder of this section, we provide examples for which 
linkage is or could be used and discuss potential problems with using record 
linkage techniques.

Record linkage can increase the number of variables for records in a 
survey or administrative data source. For example, the National Center for 
Health Statistics (NCHS) routinely links the data from the National Health 
Interview Survey (NHIS) to records from the Social Security Administra-
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tion, the Centers for Medicare & Medicaid Services, and the National 
Death Index (see Box 2-3); this linkage allows researchers to investigate the 
relationship between health and sociodemographic information reported in 
the surveys and medical care costs, future use of medical services, mortal-
ity, and other variables found in the administrative data sources (National 
Center for Health Statistics, 2012). 

Record linkage can also decrease the time needed to conduct a survey 
and increase the amount of information obtained for analysis by obtaining 
information from other sources instead of asking the survey respondent. 
When faced with a long questionnaire or interview, respondents may stop 
answering questions before finishing a survey. Cynamon and Blumberg 
(2016) reported that for every year since 2007, 20 to 30 percent of NHIS 
interviews have had incomplete data. A shorter survey reduces the burden 
on the respondents and can also result in fewer uncompleted interviews.

Record linkage can serve to augment the number of records available 
for study. Ramaprasan (2015) linked records from the tumor registry of 
Group Health Cooperative, a health insurance company, with records 
from the Washington State Cancer Registry. The record linkage enabled 
the researchers to identify and remove duplicated records from the concat-
enated databases, adding 35,166 new tumor cases from the registry to the 
Group Health Cooperative database.

Record linkage can validate responses to a survey, fill in values for miss-
ing data, or replace survey items. A Housing and Urban Development pilot 
project (described in the panel’s first report, National Academies of Sci-
ences, Engineering, and Medicine, 2017b, Ch. 3) linked American Housing 
Survey records with tax assessment information. Bucholtz (2015) explored 
whether tax assessment data could substitute for a respondent’s missing 
data about housing characteristics or replace erroneous information. He 
also suggested that tax data might be considered for replacing some survey 
items entirely. 

The assessment or improvement of sampling frames is also possible 
through record linkage. The National Teacher and Principal Survey (NTPS) 
collects data on teacher and principal preparation, the demographic charac-
teristics of teachers and principals, school characteristics, and other infor-
mation on elementary and secondary education. The sample of public 
schools is drawn from the Common Core of Data, which is the U.S. Depart-
ment of Education’s annually updated database on public elementary and 
secondary schools, and each sampled school is asked to provide a listing 
of teachers. Brummet et al. (2014) explored using commercial school and 
teacher lists as an alternative sampling frame for teachers in the NTPS, as 
these lists could avoid the costs of obtaining the teacher listings from each 
school. Lists from three vendors were linked to the sampling frame for the 
Schools and Staffing Survey (the predecessor of the NTPS) to evaluate the 
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lists’ coverage of the school and teacher population. Brummet et al. (2014) 
recommended continuing with the current sampling frame because of its 
greater coverage but also continuing to investigate the vendor lists for pos-
sible future use as sampling frames. 

At the same time, record linkage methods come with concerns. Linked 
records have more information about individuals than the original data 
sources, which raises privacy concerns. Fellegi (1999, p. 5) noted that 
record linkage is “intrinsically privacy intrusive, in the sense that informa-
tion is brought together about a person without his or her knowledge and 
control.” Although records do not need to be physically joined at the same 
location in order to be linked (see Chapter 3), and encryption can be used 

BOX 2-2  
Record Linkage Methods

In deterministic record linkage (DRL), a set of linking variables is specified 
and records must agree on all of the linking variables in that set to be considered 
a match. The simplest way to use DRL is to have a single linkage variable, such as 
a Social Security number. Often, however, a single identifying variable is not avail-
able, and multiple variables are used for linkage. For example, two records might 
be linked if they agree exactly on name, ZIP code, and date of birth; otherwise, 
they are not linked. Some DRL systems have complex sets of rules specifying that 
records are linked if, say, they agree on at least four of the six linkage variables. 
If “nearly exact” matches are allowed on linking variables, rules are needed for 
specifying how close the variables need to be.

If the linkage variables have no errors or missing values and uniquely identify 
entities in the population, then DRL works well. But few data sources are without 
errors, even when there are unique identifiers in the population, and there may be 
missing values or typographical errors. DRL methods that require exact matches 
often have missed links.

In practice, every method of linking records is subject to missed or false 
links. This situation led to probabilistic record linkage (PRL), sometimes called 
fuzzy matching, in which a quantification is sought for the errors in linking records.

In PRL, an algorithm evaluates the similarity in the linkage variables among 
records from different sources. Many PRL methods are based on the work of 
Newcombe et al. (1959) and Fellegi and Sunter (1969). In a simple form of PRL, 
suppose that there are two data sources, A and B, and that the linking variables 
are name, marital status, and date of birth. For each pair of records considered 
as a potential match, one from source A and one from source B, the agreement 
pattern is determined for the linking variables. If the records have the same name, 
marital status, and date of birth, the agreement pattern is (Y, Y, Y); if they have the 
same name and marital status but different dates of birth, the agreement pattern 
is (Y, Y, N), and so on. Then two probabilities are calculated: the probability that 
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in the linkage process (see, e.g., Schmidlin et al., 2015), record linkage may 
represent increased privacy risks to entities in the linked data sources. This 
issue, and the issue of obtaining consent for record linkage, is discussed 
further in Chapter 4. 

It is often difficult to do record linkage well, particularly when good 
linkage variables are not available. Linkages can have errors, which can 
affect conclusions of analyses (see Chapter 6). If records that belong to 
different entities are mistakenly linked, or if records belonging to the same 
entity are not linked, then relationships among the variables from different 
datasets can be distorted. 

As the panel described in our first report, the Center for Administra-

two records would have this agreement pattern if they are a true match, and the 
probability that two records would have this agreement pattern by chance if they 
are distinct entities. The ratio (R) of these two probabilities is

R  = probablity that two records have this agreement pattern if they are a true match
probablity that two records have this agreement pattern if they are distinct entities

.

If the pair of records is truly a match and the agreement pattern is (Y, Y, Y), 
then R is expected to be large; that is, the probability is higher that the linking vari-
ables agree for two records if they are from the same entity than if they are from 
two distinct entities. Conversely, if the pair of records are from distinct entities and 
the agreement pattern is (N, N, N), R is expected to be small. PRL uses a decision 
rule with two cutoff values, CU and CL, where the pair is deemed to be a match 
if R ≥ CU, the pair is deemed to be from distinct entities if R ≤ CU, and further 
review is needed if R is between CU and CL. The probabilities can be estimated 
from existing datasets in which the matching status of records is known, or they 
can be estimated from the data sources of interest as processing is done, with 
early decisions used to improve the accuracy of matching for later record pairs. 
Many variations are possible, and the probabilities can depend on the values of 
the linking variables as well as on the simple agreement/disagreement: it may be 
desirable to have a higher probability of agreement for nonmatching pairs for a 
common name, such as Jones, than for a less common name, such as Hoogland. 

The probabilities evaluated in the Fellegi-Sunter (1969) method are not the 
probabilities that two records are a true match: they are probabilities that records 
have a specified agreement pattern if they are a true match (or a true nonmatch). 
In a Bayesian formulation of the problem (see, e.g., Belin and Rubin, 1995; 
Tancredi and Liseo, 2011; Steorts et al., 2016), a different probability is calculated: 
the probability that two records are a true match given that they have a specific 
agreement pattern. This is a more intuitive formulation of the probability of interest, 
but calculating this probability from the available data can be challenging. 
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BOX 2-3  
Linking Records from the National Health 

Interview Survey: Case Study

The National Health Interview Survey (NHIS) is the principal source of infor-
mation on the health of the civilian noninstitutionalized population of the United 
States. It collects data through in-person interviews from a representative sample 
of households, adults, and children that covers information on topics, such as 
health status, medical conditions, health insurance coverage, health care access 
and utilization, and health behaviors. The 2006–2015 sample design is described 
in Parsons et al. (2015). 

At the end of the interview for the 2010–2013 NHIS, adult respondents were 
asked a question about the use of their information (Weissman et al., 2016, p. 3): 

To help us link your survey data with vital statistics and health-related records of 
other government agencies, we would like the last four digits of your Social Security 
Number. The National Center for Health Statistics uses this information for research 
purposes only. Providing this information is voluntary. Federal laws authorize us to 
ask for this information and require us to keep it strictly private. There will be no effect 
on your benefits if you do not provide this information. What are the last four digits of 
your Social Security Number? 

Respondents eligible for Medicare were also asked for the last four digits of 
their Medicare Health Insurance Claim number. A survey respondent who did not 
provide his or her Social Security number (SSN) or Medicare number was then 
asked if the agency would be allowed to try to link the survey data without the 
number. A respondent was considered to have consented to the linkage if he or 
she either provided the SSN or Medicare number or gave permission to link the 
survey data without it, and 10 to 12 percent of survey respondents refused to al-
low linkage (Weissman et al., 2016). This result from the 2010–2013 NHIS can be 
compared with what occurred in the mid-2000s, when respondents were asked to 
provide all nine digits of their SSN, and approximately 50 percent of respondents 
did not consent to linkage (Zhang et al., 2016).a 

The NHIS Field Representative Manual provides guidance to interviewers for 
how to respond to frequently asked questions from survey participants. If a partici-
pant asks about why the SSN is needed, the interviewer can respond by outlining 
some of the uses and benefits of linking records in some detail or providing a less 
detailed explanation (U.S. Census Bureau, 2017, pp. F-54-F-55):

NCHS currently links various records from NHIS with death certificate records from the 
National Death Index (NDI), Medicare enrollment and claims records collected from 
the Centers for Medicare and Medicaid Services (CMS), and the Old-Age, Survivors, 
and Disability Insurance (OASDI) and Supplemental Security Income (SSI) benefit 
records collected from the Social Security Administration (SSA). Files containing 
the personally identifying information are sent from NHIS to these federal agencies. 
Personally identifying information used in linkage includes name, date of birth, Social 
Security Number and/or Medicare number, race, sex, state of birth, and state of resi-
dence. If an agency is able to find a survey participant in its own data files, information 
can be sent back to NHIS and linked with the original survey data. These files contain-
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ing detailed health survey data plus information on costs, mortality, or benefits can be 
used for more complex research, without having to follow up directly with participants. 

Alternatively:
We know that this is a long interview and we don’t wish to keep you tied up answering 
more questions. By having your name and Social Security Number or Medicare num-
ber, we can combine these health data with other information from Social Security, 
Medicare and Medicaid, and death records. These records have information about 
medical conditions and care, and how much they cost. We can join this information 
to the information that we get during an interview. This allows us to do more complex 
types of health research without having to come back or ask you more questions. 
(p. F-56)

The manual says that the interviewer then can give some examples of 
research that has been done using the linked data: “Predicting the number of 
disabled persons in the U.S. based on health conditions reported in the NHIS,” 
“Predicting the costs of Medicare based on health conditions reported in the 
NHIS,” or “Studying the health characteristics of people who retire early” (U.S. 
Census Bureau, 2017, p. F-56).

Golden et al. (2015) described the procedure used to link the 1994–2005 
NHIS survey records with administrative records. Because respondents were 
asked for their SSNs, they were used as the primary variable for matching. When 
the SSN could not be verified, a probabilistic linkage procedure was used with 
other information found in both sources.b 

Because the survey asked for respondents’ SSNs, the linkage rates for 
respondents who consented to linkage were high. However, care must be used 
when analyzing linked records because people who consent to linkage may differ 
in some ways that are unknown from those who refuse to consent. Weissman 
et al. (2016) reported that NHIS respondents with heart disease, stroke, can-
cer, hypertension, diabetes, chronic obstructive pulmonary disease, or serious 
psychological distress were significantly more likely to consent to linkage than 
respondents without those conditions.

A variety of linked data files have been constructed.c Many of the linked 
files are restricted use and may be accessed only at a Research Data Center.d 
Data users are required to abide by the same rules concerning disclosure of 
confidential information as agency employees. However, to assist researchers in 
estimating their maximum available sample for analysis, feasibility files containing 
a limited set of variables are publicly available. The feasibility files contain infor-
mation about a survey participant’s eligibility for linkage and whether a participant 
was successfully linked to an administrative data source, but do not contain any 
information about benefits or payments. Public-use linked mortality files containing 
a limited set of mortality variables for adult survey participants are also available 
for download from the NCHS Data Linkage website.e

Many researchers have used the linked data sources to investigate mortality 
and health care costs for NHIS respondents. The linked mortality data have been 
used to investigate the relationship between mortality and strength training, de-
pression, body mass index, smoking, diabetes, alcohol consumption, and height.f

Other researchers have used linkages with other datasets. Miller et al. (2016) 
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used the linked NHIS/Medicare data to explore differences in health characteris-
tics between people who enrolled in Medicare fee-for-service plans and those who 
enrolled in Medicare Advantage plans. Gorina et al. (2015) studied hospitalization, 
readmission, and death rates among Medicare fee-for-service enrollees using 
linkages among the NHIS, Medicare, and National Death Index files. 

Mortality estimates and other research, however, need to account for poten-
tial differences in linkage rates: Lariscy (2011) found that the linkage quality for 
the 1998–2000 linked files was greater for non-Hispanic white adults and adults 
born in the United States than for Hispanic and foreign-born adults. Failure to ac-
count for different linkage error rates might result in too-low estimates of mortality 
because the matching records in the National Death Index were not found (see 
Miller et al., 2017). 

aPlease note that the methods for obtaining permission to link also changed. 
bThe text describes the linking procedures used with previous NCHS datasets. The link-

ing methodology has been revised, and a publication describing the revised methodology is 
forthcoming; see https://www.cdc.gov/nchs/data-linkage/medicare-methods.htm [June 2017].

cFor example, see https://www.cdc.gov/nchs/data/datalinkage/linkagetable.pdf [June 
2017].

dSee https://www.cdc.gov/rdc/ [June 2017].
eSee https://www.cdc.gov/rdc/data/b4/disclosuremanual.pdf [June 2017].
fA list of publications using the linked mortality data is available at https://www.cdc.gov/

nchs/data/datalinkage/linked_mortality_files_citation_list_12_2016.pdf [June 2017].

BOX 2-3 Continued

tive Records Research and Applications (CARRA) at the Census Bureau 
has developed a probabilistic record linkage system in which a protected 
identification key (PIK) is created for each entity and the PIK is used to 
link records from different sources behind a secure firewall. Records are 
matched against a reference file that contains each person’s PIK, which is 
associated with the SSN, name and variants of the name used, date of birth, 
sex, and current and previous addresses. The linkages provided by CARRA 
are used in numerous research projects.3 Jones (2016), for example, used 
linked data from the CPS and from W-2 records collected by the Internal 
Revenue Service to study wages of tipped workers in the restaurant industry. 

Linkage also allows for the study of entities that are related but not 
necessarily the same. In a medical study, it may be desired to link electronic 
medical records of patients with information about their health care pro-
viders or with records of other patients of those providers. Baldwin et al. 
(2015), for example, linked the records of women who had delivered an 

3 See https://census.gov/library/working-papers/series/carra-wp.html [June 2017].
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infant to the records of the infant using the surname, address, and dates 
of birth and delivery for the purpose of evaluating effects of therapeutic 
interventions during pregnancy. 

Hospitals selected to participate in the National Hospital Care Survey 
are asked to submit electronic health records for all patient discharges 
and all emergency department and outpatient department visits. NCHS 
plans to link these records with other data sources, such as the National 
Death Index and Medicare and Medicaid data, to measure mortality after 
discharge and other health outcomes (see DeFrances et al., 2012). Such 
outcomes would be difficult to study without linking records. Levant et al. 
(2016) illustrated the types of new analyses possible by linking records from 
a hospital’s emergency department to its inpatient treatment records and 
its outpatient department to show the outcomes of people with traumatic 
brain injury.

Research conducted for the National Household Food Acquisition 
and Purchase Survey of the U.S. Department of Agricultire (FoodAPS; see 
Ver Ploeg et al., 2015)4 links survey responses from a probability sample 
of approximately 5,000 households with administrative data on SNAP 
participation and purchases, as well as information about the food items 
and prices that are accessible to the surveyed households. The linked infor-
mation from SNAP is used to determine SNAP eligibility in the 30 days 
prior to the survey, resolve data discrepancies, and provide information on 
usage of the electronic benefit transfer card (U.S. Department of Agiculture, 
2016). 

The U.S. Bureau of Justice Statistics (BJS) is linking records of admis-
sions and releases from state correctional facilities with other administrative 
record data to better understand why prisoners recidivate. CARRA gives 
BJS access to numerous data sources that can be used to identify activi-
ties and changes in status that can affect both criminal activity and return 
to prison (Carson, 2015). For example, Social Security data will indicate 
whether the former inmate has a job, while data from the decennial census 
or the ACS will indicate whether the former prisoner is married. These data 
indicate events that can be turning points leading to or away from prison.

All of these examples illustrate the potential benefits of record linkage 
for more efficient use of information. At the same time, it is not a panacea. 
Linkage rates vary across studies and for subpopulations within studies. 
Wagner and Layne (2014) found correct matches for more than 90 percent 
of the records in the 2010 census and more than 70 percent of the records in 
two commercial files, but match rates for other sources can be much lower. 
For example, Bucholtz (2015) found links between American Housing Sur-

4 Also see http://ers.usda.gov/data-products/foodaps-national-household-food-acquisition-
and-purchase-survey/faqs.aspx [June 2017]. 
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vey records and tax assessment information for more than 70 percent of 
single-family detached homes but for only 13 percent of condominiums in 
multifamily buildings. Rates of missed links and false links depend in part 
on the linkage method used, but they depend even more on the quality of 
the linkage variables. Better statistical methods and algorithms can reduce 
linkage errors, but their utility is limited if the data sources have little iden-
tifying information about the records.

Harron et al. (2014) wrote that linkage errors can lead to biased con-
clusions, particularly when the linked and unlinked populations differ. Sta-
tistical methods have been proposed that account for linkage bias (see, e.g., 
Lahiri and Larsen, 2005; Hof and Zwinderman, 2012; Judson et al., 2013), 
but these, like nonresponse adjustments, are not guaranteed to remove the 
bias in key variables of interest.

Multiple Frame Methods

Record linkage usually requires that data for individual entities be 
available from the data sources, along with sufficient identifying informa-
tion to allow records to be matched. For example, individual property tax 
records from county assessors are available on the Internet and can be 
linked with address-based records from survey data. Often, however, even 
when individual records are available from different data sources, there 
is not enough identifying information to allow the records to be linked. 
In other situations, information may be available only at aggregate levels. 
Although Census Bureau staff and other approved personnel have access 
to individual data records from decennial censuses and the ACS, the public 
and agencies without agreements to access the data can see only aggregate 
statistics that are produced from these surveys.5 A business collecting data 
about customers may be willing to distribute summary statistics but not 
individual records. Thus, statistical methods are needed that can combine 
aggregate statistics or can combine individual-level information from dif-
ferent sources when records cannot be linked. The multiple frame methods 

5 The Public Use Microdata System makes a sample of individual records from the ACS 
available to the public; however, all personal information is removed from these records, 
and other confidentiality protections are used to ensure “that it is impossible to identify 
individuals who provide any response” (https://www.census.gov/programs-surveys/acs/
technical-documentation/pums/confidentiality.html [June 2017]). In addition, the “72-year 
rule” specifies that the full census records are made available to the public 72 years after the 
census date (U.S. Census Bureau, 2008).

Selected information from the decennial census is available for census blocks. Statistics from 
the ACS are available for block groups, which on average contain about 39 census blocks. 
Other data are available only for census tracts, which generally contain between 1,200 and 
8,000 people (U.S. Census Bureau, 2012).
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described in this section, as well as some of the statistical modeling tech-
niques described below, can be used to combine statistics from different 
data sources.

A multiple frame survey draws samples from two or more sampling 
frames6 to improve coverage of the population or to decrease costs. In its 
simplest form, with frames A and B, estimates are calculated for (1) the 
units in frame A but not in frame B, (2) the units in frame B but not in 
frame A, and (3) the units in both frames. The units in group 1 could be 
sampled from frame A or from frame B and thus have a higher chance of 
being sampled than if they were only in one frame. Lohr (2011) summa-
rized methods that can be used to obtain unbiased estimates from multiple 
frame surveys, adjusting for the multiple chances of selection. Most of those 
methods involve reducing the survey weights for observations that are in 
both frames so that they represent the “overlap” part of the population and 
are not double-counted in the estimates.

For example, the Behavioral Risk Factor Surveillance System (BRFSS) 
measures health-related behaviors, health conditions, and use of medical 
services. It collects more than 400,000 telephone interviews with adults 
each year, with samples in every state. In the survey’s early years, only 
landlines were called, but pilot studies indicated that, as the number of 
households with only cell phones increased, limiting the survey to landline 
households might result in biased estimates of some health characteristics 
(Hu et al., 2011). In response, in 2011 BRFSS began including cell phone 
as well as landline data in the public-use datasets. A dual frame design is 
used, in which one sample is drawn from a sampling frame for landlines 
and a second sample is drawn independently from a sampling frame for 
cell phone numbers (Centers for Disease Control and Prevention, 2016). 
Some households have both a landline and a cell phone, so they could be 
selected from either or both frames. Adjustments are made to the weights 
of households with both landline and cell phones so that they represent that 
part of the population in the combined samples. 

Multiple frame surveys are often used in situations in which the frames 

6 A sampling frame is a list of population units from which the sample is drawn or a method 
for describing the population. The Current Employment Statistics Survey, which provides the 
establishment survey data in the monthly news releases on the employment situation (see, 
e.g., Bureau of Labor Statistics, 2017b), surveys about 147,000 businesses and government 
agencies, representing approximately 634,000 individual worksites. The sample is drawn from 
a list of Unemployment Insurance accounts (Bureau of Labor Statistics, 2017a, Ch. 2, p. 1). 
The NCVS samples areas that are formed from individual counties or groups of counties from 
the list of all U.S. counties and then subsamples households and group quarters within those 
areas from a sampling frame built from address lists (Bureau of Justice Statistics, 2014, p. 8). 
In other situations, a sampling frame may be described algorithmically, without assembling a 
list of the population, such as sampling every 20th visitor to a website.
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cannot be consolidated before sampling. The cell and landline frames used 
for dual frame telephone surveys do not contain enough information to link 
the records and eliminate duplicates before sampling. Thus, respondents are 
asked about telephones in their household, and that information is used to 
determine whether they have a cell phone only (group a), a landline phone 
only (group b), or both cell and landline phones (group ab). Then, the 
population total for the characteristic of interest (e.g., the number of smok-
ers in the population) is calculated as the sum of the estimated total number 
of smokers from groups a, b, and ab. Because group ab is sampled from 
both frames, the total number of smokers from group ab may be estimated 
as (estimated total number of smokers in group ab from the cell sample) + 
(1 – l) (estimated total number of smokers in group ab from the landline 
sample), where l is often chosen to be 0, 1, or 0.5. 

The U.S. Department of Agriculture frequently uses multiple frame 
surveys. The National Agricultural Statistics Service (NASS) maintains a 
list frame of farm operations, which attempts to list all of the farms in the 
United States. The list frame is less expensive to sample from and contains 
most of the large operations, but it is incomplete because farms go in and 
out of business. To address this situation, NASS surveys often supplement 
a sample drawn from the list frame with a sample of land segments drawn 
from an area frame. The area frame for a state contains all of the land in 
the state and thus is complete, but it is more expensive to sample from 
(Davies, 2009). Farm operations in the area frame are matched with the list 
frame, and those found in the list frame are removed before sampling so 
they have only one chance of being in the sample. The Farm Labor Survey 
is an example of a NASS survey using this dual frame design.7

The 2015 Local Food Marketing Practices Survey was designed to 
produce statistics on the number of farms that market food directly, for 
example, through farmers’ markets. Two frames were used for the survey. 
The first frame was the NASS list frame. The second frame, containing 
potential local food operations, was derived from web-based information 
and was used to measure coverage of the first frame.8

Multiple frame surveys can increase coverage of the population, and 
they have the potential to reduce costs if one or more of the frames is inex-
pensive to sample from. In some cases, an incomplete frame may have the 
information needed so that the entire frame can be used and sampling is not 
necessary. However, when one or more of the frames is incomplete, it is nec-
essary to determine whether an entity sampled from one frame could also 

7 See https://www.nass.usda.gov/Publications/Methodology_and_Data_Quality/Farm_Labor/ 
05_2017/LABQM_May2017.pdf [September 2017]. 

8 See https://www.agcensus.usda.gov/Publications/2012/Online_Resources/Local_Food/ 
quality_measures/2015_LFMPS_Methodology.pdf [September 2017].
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have been sampled from the other frames. Although record linkage may be 
used to determine frame membership, typically there is less privacy intru-
sion for multiple frame surveys than for record linkage. It is also important 
to account for potential differences in the data collection procedures among 
frames—for example, if one sample is conducted in person and another by 
e-mail—when analyzing the data.

Multiple frame methods have great potential when used with some of 
the newer data sources. Some current multiple frame surveys rely on an 
expensive area frame to ensure complete coverage of the population. It may 
be possible in some cases to obtain better (although perhaps incomplete) 
coverage with less expense by constructing supplemental frames from alter-
native sources such as data provided by commercial vendors, web-scraping, 
or imaging data. 

Imputation-Based Methods

Another way to conceptualize combining different data sources is using 
a missing data framework and imputing (filling in) the missing data. Dif-
ferent data sources often measure different sets of variables, and linking or 
adding two or more data sources results in a merged dataset that has miss-
ing values. For example, suppose data source A has an identification (ID) 
variable, age, and sex; data source B has ID, age, medical expenditures, and 
smoking status; and data source C has ID, sex, and smoking status. Some 
of the people in source A are also represented in source B, while source C 
has different people. If sources A and B are linked by ID and added to the 
records in source C, the resulting merged dataset has “holes,” as shown in 
Table 2-1. In this situation, the problem of combining information can be 
viewed as a missing data problem, and imputation methods can be used to 
fill in or impute the missing values in the combined dataset.

TABLE 2-1 Information from Three Sources, A, B, and C

Source ID Age Sex
Medical 
Expenditures

 Smoking 
 Status

Records Linked from A 
and B

X X X X X

Records from A with No 
Linked Record from B

X X X

Records from B with No 
Linked Record from A

X X X X

Records from C X X X
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Many approaches can be used to impute the missing values, some of 
which are reviewed by van Buuren (2012) and Kim and Shao (2013). In 
some approaches, a missing value on an item is replaced by the value from 
another data record. In other approaches, a multivariate model is used to 
predict the missing set of values using the information in the observed val-
ues. Alternatively, the imputation may proceed variable-by-variable through 
a sequence of regression models using all the variables other than the 
variable being imputed as predictors. The variable-by-variable approach 
simplifies the modeling task to finding a good fitting regression model for 
every variable to be imputed. Multiple imputations can be used to include 
the extra variability from the imputation predictions in standard errors for 
statistics. 

Often, one wishes to combine data sources containing different sets 
of individuals or sources in which individuals cannot be deterministically 
linked. Statistical matching, also called data fusion, is sometimes recom-
mended for these situations. Suppose that data source A contains demo-
graphic variables and information on health care expenditures, and data 
source B contains demographic variables and information on exercise hab-
its for a different set of people. Statistical matching methods (Rodgers, 
1984; Moriarity and Scheuren, 2001) use the correlations between the 
demographic variables and health care expenditures from source A and the 
correlations between the demographic variables and exercise habits from 
source B to make inferences about the relationship between exercise habits 
and health care expenditures. Statistical matching methods typically rely on 
strong assumptions for these inferences because there are no records that 
have both variables of exercise habits and health care expenditures. An 
alternative approach imputes the missing variable to one or both datasets 
using estimated relationships between the demographic variables and the 
responses of interest. Fosdick et al. (2016) reviewed recent literature on 
statistical matching and proposed a new method in which an inexpensive 
online survey is used to provide additional information relating the vari-
ables of interest.

Schenker and Raghunathan (2007) described four examples in which 
multiple survey data sources were combined to (1) extend and enhance the 
coverage, (2) handle transitions from one approach of measurement of a 
variable to another, (3) correct errors in self-reported data, and (4) improve 
small-area estimation. Most of these examples used multiple imputation or 
a Bayesian modeling approach. See Lohr and Raghunathan (2017) for sev-
eral other examples that use both non-Bayesian and Bayesian perspectives. 

Implementation of an imputation-based approach for combining data 
from multiple sources is now feasible because of the availability of sev-
eral software packages that can create model-based imputations (see van 
Buuren, 2012). However, using these packages to combine data sources 
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requires expertise in imputation methods and in evaluating the comparabil-
ity of the data sources. Agencies that do not already have this expertise on 
staff may need to develop it. 

Given sufficient computational resources, it is conceivable that data 
from multiple sources could be used to create a large, representative popula-
tion, perhaps even with a longitudinal component. This could be constructed 
from various surveys and administrative data sources. Spatial and temporal 
components could be added by linking satellite imageries, environmental 
monitors, and weather and climate data. This dynamic linking of multiple 
surveys and administrative data sources could create spatiotemporal data 
representing the U.S. population. Given the large number of variables 
and subjects, there would likely be a good deal of missing data; however, 
machine learning techniques informed by substantive modeling could be 
used to predict the missing values and capture the associated uncertainty 
with the predictions. Thus, the predictions and associated uncertainty may 
be used to create several copies of the populations to construct inferences 
for population quantities of interest.

This approach of creating a synthetic or modeled micro dataset from 
partially observed data has not been tried in the federal statistical system 
except in two instances, both undertaken to protect confidentiality. Both the 
Survey of Income and Program Participation (SIPP) and the Longitudinal 
Business Database (LBD) use modeling to produce synthetic datasets. The 
population creation described in this section, however, may be a useful 
strategy for protecting confidentiality when the actual observed data are 
embedded in modeled data, thus affording protection from disclosure.

Using multiple imputations to combine information from multiple data 
sources presents challenges, including taking into account the complex 
design of the survey data sources and incomparability between sources. 
Lohr and Raghunathan (2017) note a number of potential incomparabili-
ties that may arise when combining multiple survey data sources, including: 

•	 the types of respondents and the source of information: self-
reported medical information from respondents to a health care 
survey may differ from medical records obtained from health care 
providers;

•	 mode of interview: in-person versus telephone versus self-administered 
questionnaire; 

•	 survey context and sponsorship, such as a federal or a private-
sector entity; 

•	 differences in survey design and measurement, such as asking about 
recall of exercise as opposed to having respondents keep a diary or 
obtaining data from a fitness tracker; and 

•	 different questions, question wordings, or question orderings. 
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Additional sources of incomparability can arise when combining surveys 
with nonsurvey data sources, such as administrative records and private-
sector data. We review and discuss a number of these issues in Chapter 6. 

Another important component of imputation methods is their reliance 
on the model assumptions about the mechanism producing the missing data 
and predictive models for the missing values. These model assumptions 
have to be thoroughly checked (see, e.g., Abayomi et al., 2008; Bondarenko 
and Raghunathan, 2016), and the sensitivity of the inferences to the under-
lying assumptions (for both the missing data mechanism and predictive 
models) needs to be explored (see, e.g., Raghunathan, 2015; Permuutt, 
2016; Smuk et al., 2017). 

Despite these challenges, there are a number of advantages to using 
imputation to fill in missing data: imputation can provide a complete 
dataset without any “holes”; the imputations can take advantage of the 
relationships among all the variables that are present on the files; it provides 
a means for inferring beyond the scope of each individual data source; and 
the modeling framework provides an explicit and transparent means for 
incorporating differences and incomparabilities among data sources (see 
Lohr and Raghunathan, 2017). We elaborate on additional modeling tech-
niques in the next section. 

Modeling Techniques

Record linkage and imputation are suitable methods when individual 
record-level data from multiple sources are available. When data are avail-
able only as aggregated statistics at the national, subnational, or subpopu-
lation level, the multiple frame methods described above can be used to 
combine summary statistics that all measure the same characteristic. In 
addition, other statistical modeling methods can be used to combine aggre-
gated statistics with each other or with individual record data when the 
data sources measure different variables. 

Small-area estimation methods are examples of statistical models that 
combine statistics estimated from a probability survey with statistics cal-
culated from administrative data (see National Academies of Sciences, 
Engineering, and Medicine, 2017b, Box 3-3). In the Small Area Income 
and Poverty Estimates Program9 at the U.S. Census Bureau and the Small 
Area Estimates for Cancer-Related Measures Program at the National 
Cancer Institute,10 models are developed that relate direct estimates of the 
characteristics of interest (poverty rate or cancer rate) to covariates that 
are available from administrative data. The models are used to predict the 

9 See http://www.census.gov/did/www/saipe/ [June 2017].
10 See http://www.sae.cancer.gov [June 2017].
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poverty or cancer rate in areas where no direct survey estimates are avail-
able to improve the precision of estimates in those areas.

For small-area estimates for cancer-related measures, Bayesian hierar-
chical or multilevel models have been used to model the direct estimates 
from multiple surveys rather than using a combination of survey- and 
nonsurvey-based estimates. The models incorporate differing error struc-
tures in the estimates (bias and sampling variance) across surveys and also 
use rich sets of covariates assembled from administrative data. These types 
of models can also be used to combine survey and nonsurvey estimates. 

One example of this method is the small-area estimation of yield or 
acreage devoted to a particular crop. The estimates from a farm survey, 
which may be available only for a subset of areas, and the estimates based 
on area-level satellite imagery, which may be available for all areas, could 
be combined to improve the accuracy of small-area estimates, especially for 
the locations that are not sampled in the farm survey (Bellow, 2007; Cruze, 
2015; National Academies of Sciences, Engineering, and Medicine, 2017a). 
The modeling framework provides a means for incorporating differing 
sources of error structures in the two estimates (in this example, one is 
subject to mostly sampling and nonresponse errors and the other is subject 
to mostly measurement errors). There are numerous examples through-
out the federal statistical system, as noted above, in such areas as crime 
and victimization rates, health status, and economic activity: multivariate 
hierarchical models can be used to combine data from multiple sources to 
create a systematic program of small-area estimation. Such combining of 
information can not only benefit estimation, but also provide information 
useful for redesigning surveys to fully exploit the correlation between vari-
ous estimates. For example, more survey data could be collected for areas 
where the measurement error properties of the nonsurvey estimates are high 
rather than for areas with small measurement errors. 

Currently, every federal statistical agency develops its own system for 
small-area estimation. Even within one agency, small-area estimation may 
be compartmentalized across divisions. Thus, the current distributed system 
of developing small-area estimates may not be fully efficient. For example, 
consider a case in which small-area estimates of smoking status and poverty 
are needed. To the extent that smoking behavior patterns differ by socio-
economic status, the correlation structure between these two variables can 
be exploited by jointly modeling the two outcomes using the multivariate 
Bayesian hierarchical model framework and, hence, deriving the estimates 
of the prevalence of smoking status and poverty. This modeling technique 
can be applied, and can be even more useful, when direct estimates for both 
outcomes are not available in every area. Suppose that for a subsample of 
areas both outcomes are measured, for some areas only smoking status is 
available, and for others only poverty is measured. The correlation between 
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these two outcomes provides information on the missing outcome. Consider 
another situation in which the precision of the available direct estimates dif-
fer by outcomes across areas. Here, too, the correlation between outcomes 
improves the precision of the model-based estimates. Thus, borrowing 
strength not just across areas but also across variables may improve the 
efficiency of small-area estimates, and, hence, a systemic view of the small-
area estimation tasks coordinated across federal agencies could leverage 
aggregated data from multiple sources through joint estimation procedures. 

Data from multiple sources may be of a mixed nature, with some hav-
ing aggregated data and others having individual-level data. Methods for 
combining such data have been developed using the hierarchical models. 
For example, Raghunathan et al. (2003) used aggregated data from a large 
number of small areas or communities and small samples of individual-level 
data from a few areas to obtain estimates of the parameters in the indi-
vidual level model (see also, e.g., Haneuse and Wakefield, 2007; Chatterjee 
et al., 2016). A general hierarchical framework may be used to develop a 
constrained estimation of individual-level population parameters given the 
aggregated data from a large number of areas and the individual-level data 
from a small number of areas. 

The methods discussed in this section rely on models to a greater 
extent than methods currently used for most surveys in the federal statisti-
cal system. For most estimates produced from federal probability surveys, 
it is not necessary to postulate a statistical model relating the quantities 
being measured, although models are commonly used when adjusting for 
nonresponse (see Skinner and Wakefield, 2017).11 However, when combin-
ing data from survey and nonsurvey sources, model assumptions may be 
needed for inference because the nonsurvey data sources lack a probabi-
listic selection structure for the units in the dataset (Elliott and Valliant, 
2017). When statistical models for combining information from survey 
and nonsurvey data sources are developed, they will need to be empirically 
tested and substantively justified. These statistical models can then form the 
basis of constructing estimates and associated measures of uncertainty. In 
the Bayesian framework, credible intervals from the posterior distribution 
of the estimand of interest combines information from both survey- and 
nonsurvey-based estimates. Using statistical models for inference would 
comport with the practice used in most other areas of statistics. 

Modeling plays a central role in developing estimates using the frame-
work described in this section. But what if the model is misspecified? The 
federal statistical system has traditionally relied on estimates that are based 

11 In practice, models are used in probability sampling inference to adjust for nonresponse 
and undercoverage, but inference for a survey with a 100 percent response rate could be based 
solely on the selection probabilities.
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on the sampling design rather than specified statistical models to avoid the 
problem that model-based inferences can be wrong if the model chosen 
is not appropriate for the data, and the design-based inference approach 
works well when there are high response rates and low costs. With increas-
ing nonresponse and a need to combine multiple data sources, however, it 
is necessary to make modeling assumptions. As George Box (1979, p. 2) 
wrote, “All models are wrong but some are useful.” Thus, one may want 
to change the question, “Is the model reasonable?” and, therefore, use-
ful. The danger lies in using unreasonable models that yield unreasonable 
estimates. Thus, a transparent description of the underlying assumptions, 
model checking or diagnostics, and exploration of sensitivity of inferences 
to the modeling assumptions need to become integral parts of the estima-
tion framework. Such a transparent framework will build trust, open the 
models and methods for critical review, and minimize the danger of using 
unreasonable models. The technical documentation, at minimum, needs to 
include detailed descriptions of the models, the methods used to support 
the models, and descriptions of the limitations and methods used to explore 
sensitivity of the derived estimates to the underlying model assumptions. 
The documentation needs to be accessible at several levels. For the meth-
ods described in this report to succeed, staff are needed who are experts in 
statistical modeling techniques and traditional survey designs. 

CONCLUSION 2-2 Many statistical methods currently available can 
be adapted for using combined data sources to develop estimates of 
target population quantities of interest.

RECOMMENDATION 2-2 To achieve transparency, federal statisti-
cal agencies should document the processes used to collect, combine, 
and analyze data from multiple sources and make that documentation 
publicly available.

NEXT STEPS FOR COMBINING DATA SOURCES

Research Needed

This chapter reviews some of the statistical methods that are currently 
being used or could be adapted to be used to combine information from 
different data sources to produce official statistics. Many of those methods 
have been developed to augment data collected from the probability surveys 
that currently form the backbone of the federal statistical system. Some of 
the methods—notably, record linkage—can be applied to administrative 
and commercial data sources as well as to probability surveys. The record 
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linkage techniques can be applied to join any datasets with common vari-
ables that can be used for linkage. 

Much of the current federal agency research on using multiple data 
sources is exploring linking records from different sources. Nearly all of the 
technical presentations by federal agency personnel at the panel’s December 
2015 workshop involved data linkage. Much more research is needed on 
record linkage methods. In particular, more research is needed on estimat-
ing the quality of the links and on how to propagate the uncertainty about 
linkage to analyses of linked datasets. 

Most methods assume that some sources of data (or combination of 
sources) produce approximately unbiased estimates of some characteristics 
of the population of interest—that is, the expected value of an estimate 
of a characteristic is approximately equal to the true population value. 
In theory, when there is no nonresponse or undercoverage, probability 
samples produce unbiased estimates and, historically, that unbiasedness 
has been a major reason for their use. But as discussed in the panel’s 
first report (National Academies of Sciences, Engineering, and Medicine, 
2017b), decreasing response rates may be threatening that assumption: 
although survey analysts attempt to adjust for nonresponse through weight-
ing or imputation (usually based on demographic information), there is no 
guarantee that these methods remove the bias in the key variables from a 
survey. Administrative or private-sector records can be similarly weighted 
or imputed; again, it is anticipated that such adjustments will reduce the 
bias due to records that are not in the data, but it is always possible that 
the individuals not present in the dataset have different characteristics than 
the demographically similar individuals who are in the dataset. 

Both probability sample survey records and administrative records have 
large amounts of missing data by design: sample surveys include only those 
people or entities selected into the sample and who responded, while admin-
istrative records include only those in the program (e.g., SNAP recipients). 
A key area for which more research is needed is on using the information 
in all of the data sources to identify potential biases and fill in data that are 
missing from some of the sources. This can be done through record linkage; 
through multiple frame methods, in which it may be possible to identify 
the overlapping parts of the population; or through modeling and imputa-
tion methods, in which relationships among variables can be used both to 
study biases in different sources and to fill in missing values. More research 
is needed on other methods that can deal with missing data from multiple 
sources. With multiple sources of data come (possibly) multiple estimates of 
population characteristics. A framework is needed for evaluating the quality 
of data sources, and this is discussed in Chapter 6. 

Even if alternative data sources are used for some purposes, there will 
likely be continued reliance on probability samples as a primary source of 
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federal statistics, at least for some indicators. The National Crime Victim-
ization Survey, for example, measures both crimes reported to the police 
and those not reported to the police. It is difficult to see how the latter 
could be measured accurately without using a survey, although police 
agency reports may be helpful in improving estimates of the former. Even 
if new data sources are integrated into federal statistics, we anticipate that 
traditional probability surveys will still be needed to cover parts of the 
population not in the other sources and to provide a check on their qual-
ity. The decreasing response rates of surveys continue to be a concern, and 
ongoing research is needed on ways to promote response and to deal with 
nonresponse. How does the public view using alternative sources of data 
for official statistics, and do those views affect willingness to provide data? 

Statistical methods in use for surveys typically produce static estimates: 
for example, the National Crime Victimization Survey produces estimates 
of victimization rates in each calendar year, and the CPS produces monthly 
unemployment statistics. Administrative data records and sensor data, how-
ever, may be updated much more frequently. Sensor data, in particular, are 
collected continuously, as are other automatically collected data, such as 
data collected from smart phones, fitness monitors, and “smart cars.” Chal-
lenges arise on how to integrate information that is collected in different 
time frames. In particular, little research has been done to date on statistical 
methods for combining some of the “big data” sources with administrative 
records or probability samples. 

As we discussed in our first report (National Academies of Sciences, 
Engineering, and Medicine, 2017b, Ch. 4), many of the private-sector data 
sources that might be used for the statistics of the future are generated 
as by-products of electronic activity and are massive. Electronic health 
records, which may contain information on all utilizations of health care; 
credit card transactions; traffic sensors; cell phone location records; web- 
scrapings; smart meters; and other data sources produce exabytes of data 
every day. Machine learning methods—techniques in which algorithms 
search for patterns in data—are frequently used with these types of large, 
organically collected datasets to uncover correlations among variables. 
New statistical methods are needed for interpreting and merging such data. 
Machine learning techniques have also been used for record linkage and 
imputation. More research is needed on using and developing machine 
learning methods to combine data sources. There are additional research 
needs on the privacy issues associated with these data sources (Froomkin, 
2016), which we cover in Chapter 5.

Many of the statistical models for combining data sources discussed in 
this chapter start with the structure of the existing data sources and then 
specify how to combine them. More research is needed on designing new 
systems of data collection that make use of multiple sources to provide 
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federal statistics. This would represent a shift from the current framework, 
where a probability survey is designed to serve as the primary source of 
information and other sources are used as auxiliary information, to a model 
in which the “best” data source is used for particular aspects of the data. 
In some cases, this approach may mean systematically redesigning a data 
collection so that inexpensive data sources are used for the parts of the 
population they can capture, and more expensive probability samples are 
used for the parts of the population that cannot be measured any other way.

Finally, research is needed on the robustness of statistical systems. One 
advantage of the probability sampling framework is that it is difficult for 
an external actor to manipulate the system. Participants in the survey are 
selected randomly, and although people or entities that are sampled may 
decline to participate, no external actor can decide which units are sampled 
or which choose to respond. With administrative records, commercial data, 
or convenience data sources, however, it may be possible for external actors 
to modify the data; for example, social media data could be flooded with 
responses if those data were to be used to inform policy. In addition, there 
is no guarantee that the data sources available today will be available next 
year or any time in the future. A data vendor may stop collecting data or 
choose to keep the data private. 

Many of the methods described above rely on modeling the relation-
ship among variables in different data sources. If the probability sample 
is replaced by other sources, safeguards need to be put in place to ensure 
that the models continue to be valid, as relationships among variables may 
change. 

CONCLUSION 2-3 Research is needed on designing new systems to 
collect and process multiple data sources to create and enhance federal 
statistics.

RECOMMENDATION 2-3 Current statistical methods should be 
adapted to the extent possible and new methods should be developed 
to harness the statistical information from multiple data sources for 
analysis.

Structure Needed for Implementation

Though statistical methods for record linkage, multiple frame sur-
veys, imputation, machine learning techniques, and hierarchical models 
for combining data are available, many of them need further research and 
adaptation. Such research is currently being done at many agencies and by 
academic researchers. This research can be facilitated by better communica-
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tion and, perhaps, coordination of the research projects and the knowledge 
gained from the projects. 

As detailed in Chapter 1, the panel’s first report recommended the cre-
ation of a new entity with the authority to access multiple data sources for 
blending. Such an entity could achieve this communication through sum-
marizing data linkage projects and other projects involving the combination 
of data sources; we discuss this topic in Chapter 7. A publicly accessible 
website could supply basic information about ongoing research projects 
through the entity, including their purpose, the datasets being combined, an 
outline of the statistical methodology, results, and lessons learned. 

The statistical methods described in this chapter assume that agen-
cies have access to the data sources needed. As described in the panel’s 
first report (National Academies of Sciences, Engineering, and Medicine, 
2017b), obtaining this access is a challenging process. In addition, even 
with access, the data may not be in a form that is amenable for producing 
statistical estimates. A partnership among agencies is needed to make such 
data accessible for combining. 

Of the research that is needed for establishing a new paradigm for 
producing federal statistics, one of the primary areas is systemic redesign 
of data collection methods that rely on multiple sources to produce federal 
statistics. Such research will require the resources of multiple agencies, 
as well as cooperation with academia and businesses. The skills needed 
for the research include the traditional skills in probability survey design 
and analysis, but they also include knowledge of record linkage, machine 
learning, new statistical modeling techniques, and privacy expertise. Train-
ing is needed both in the statistical agencies and the broader research 
community to ensure that research staff have the skills and adaptability 
needed to advance the field of combining data. In addition, development 
of algorithms and user-friendly software is needed for implementing some 
of the methods for combining data. A multidisciplinary approach would be 
ideal, drawing on and developing expertise in statistics, computer science, 
economics, engineering, and the fields related to the substance of statistics 
that are produced. 

Federal agencies also need to continue to develop partnerships with 
research organizations and businesses to develop new data sources and new 
statistical methods. Two important parts of these partnerships are evalu-
ating the quality of different data sources and the quality of the statistics 
produced by combining data from different sources. 

In Chapter 7, we further discuss how the entity could guide and serve 
as a resource for research and training. The structure for revolutionizing 
federal statistics has to be dynamic and innovative, willing to explore new 
frontiers and modern modeling methods. The federal statistical system 
needs to be empowered to capitalize on modern computational and statisti-
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cal developments and the plethora of emerging data sources and to continu-
ally improve the methods for producing statistics. 

CONCLUSION 2-4 Federal statistical agencies are currently combining 
information from multiple data sources for specific projects. System-
atic coordination and dissemination of their results will help advance 
knowledge and promote the use of appropriate statistical methods.

RECOMMENDATION 2-4 Federal statistical agencies should ensure 
their statistical staff receive training for the new skills needed for com-
bining data from different sources.

RECOMMENDATION 2-5 Federal statistical agencies should develop 
partnerships with academia and external research organizations to 
develop methods needed for design and analysis using multiple data 
sources.
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Implications of Using Multiple Data 
Sources for Information Technology 
Infrastructure and Data Processing

Adopting and exploiting nontraditional sources of data for national 
statistics will require significant changes to the data collection and 
processing currently used by many statistical agencies. The design 

of computer systems to meet the increasing data processing demands is 
largely well understood, at least in the computing industry, though there 
remain challenges that continue to be studied in both industry and aca-
demia. In addition, there often are situation-specific issues, specific to the 
multisource system envisaged, that may not be covered by the accepted 
general solutions.

Many detailed texts describe the relevant design principles and cor-
responding performance tradeoffs in developing the envisaged computer 
systems (see, e.g., Kleppmann, 2017; Laudon and Laudon, 2017; Martin, 
1981; Özsu and Valduriez, 2011). Here, we provide an overview of the 
design and implementation issues that can be expected to be encountered 
when developing information technology (IT) systems architectures for 
the proposed system. Our intent is not to provide solutions but, rather, to 
highlight considerations. 

We begin with a brief overview of the IT issues that federal statistical 
agencies face with their current systems. We then review the nature of the 
architecture that will be needed by statistical agencies and for the panel’s 
recommended new entity. Broadly speaking, there is a choice between a 
centralized system and a distributed system. Because a centralized structure 
imposes prohibitive constraints, we focus on a distributed system and dis-
cuss various distributed configurations. 

The chapter continues with a discussion of data processing issues. That 
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is, we describe data acquisition, data cleaning and transformation, prov-
enance, and reproducibility. We emphasize the existing and future quality 
control requirements of the individual statistical agencies and how these 
will be met. 

The chapter concludes with two brief discussions of some consider-
ations in transitioning existing systems toward the future environment and 
the implications for staffing. We note the implications of supplementing the 
existing systems not only in terms of architectures, but also in terms of staff-
ing, both retraining and growth. Because a sudden shock would be difficult 
and is not needed, we discuss the evolution to a supplemented approach 
rather than a massive one-time change.

ISSUES FOR FEDERAL STATISTICAL AGENCY IT SYSTEMS

The decentralized nature of the U.S. federal statistical system requires 
that every statistical agency has its own IT system, both because of tradition 
and the laws that authorize the agencies. In recent years, with greater efforts 
toward centralizing IT systems within departments and the passage of the 
Federal Information Technology Acquisition Reform Act (P.L. 113.291), 
department chief information officers (CIOs) have a strong role in manag-
ing the information systems of all bureaus in their departments. However, 
the U.S. Office of Management and Budget has also issued guidance that 
CIOs are to work closely with their statistical agencies to meet statutory 
obligations to protect the confidentiality of their data and ensure the data 
are used only for statistical purposes (U.S. Office of Management and 
Budget, 2015). 

This vertical organization and control of IT systems within departments 
means that individual statistical agencies cannot directly access each other’s 
systems or data. Even statistical agencies in the same department may not 
be able to access each other’s data. For example, the Bureau of Economic 
Analysis and the Census Bureau are both part of the Department of Com-
merce and were recently co-located at the Census Bureau’s headquarters 
building. However, they have completely separate IT systems and, given 
the different statutory protections and authorizations of their datasets, 
completely separate access. One senior manager described this situation as 
having a glass wall between the employees of the two agencies but a solid 
statutory brick wall between their datasets. 

There were efforts a few years ago to create a statistical “community of 
practice” that could serve as platform for statistical agencies to collaborate 
on common protocols and tools (Bianchi, 2011, p. 5):

 [to] enhance the horizontal, functionally-based integration of IT resources 
among federal statistical agencies. A statistical enterprise data center would 
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be mandated to foster creative approaches for collecting, storing, analyz-
ing, and otherwise processing federal statistical data to meet statistical 
agencies missions—with significant cost savings—and to more efficiently 
feed data to Data.gov. The center would house federal and commercial 
statistical datasets; visualization and dissemination tools; data quality, 
interoperability and confidentiality tools; and statistical analytical applica-
tions and models for cloud-type access by all federal statistical agencies. 

However, no specific funding or authorization was ever provided for these 
kinds of activities. 

In most agencies, there are also organizational and programmatic silos 
for IT systems. It is not uncommon for statistical agencies to have separate 
systems for collecting and processing data for each of their survey pro-
grams, or a system may be shared by only a couple of related programs. 
However, there have been recent changes. The National Agricultural Sta-
tistics Service recently consolidated its own highly decentralized survey 
processing architecture from 46 field offices into a centralized system (see 
Nealon and Gleaton, 2013). The Census Bureau has embarked on a new 
census enterprise data collection and processing system in conjunction 
with the reengineering of the 2020 census: the goal is to attempt to reduce 
the more than 100 systems it operates for data collection and processing 
to a single unified approach.1 The Census Bureau is similarly seeking to 
streamline 30 different applications used to disseminate information into 
a unified approach by creating a new Center for Enterprise Dissemination 
Services and Consumer Innovation in the Census Bureau that will centrally 
disseminate information to application program interfaces as well as inter-
active web tools, data visualizations, and mapping tools. 

The number and diversity of IT systems within and across federal sta-
tistical agencies will pose challenges as agencies move from being focused 
on processing a single survey or administrative data source to integrating 
and using data from multiple different sources. National statistical offices in 
other countries have been facing similar issues. Struijs et al. (2013) note that 
most statistics are produced on separate production lines, each with its own 
methodology and IT systems. Even countries with centralized statistical 
offices have been working recently to integrate their systems into an overall 
enterprise architecture because of the higher costs of developing and main-
taining separate systems and the difficulties in combining and reusing data 
across systems when needed (see Borowik et al., 2012; Struijs et al., 2013). 

As part of these modernization efforts, there have been international 
collaborations to develop a common metadata framework and a generic 

1 See https://www.census.gov/library/video/cedcap_cedsci.html?ncid=edlinkushpmg00000313 
[July 2017]. 
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statistical business process model to describe the common processes that 
all organizations use in producing statistics (see Vale, 2009). A generic 
statistical information model has also been created to provide internation-
ally agreed-on definitions for information objects (e.g., data, metadata, 
rules, parameters) that flow through the various processes in the produc-
tion of statistical information. These frameworks facilitate communica-
tion across statistical offices and can help harmonize architectures and 
the sharing of statistical software across organizations, nationally and 
internationally (see Eltinge et al., 2013). The U.N. Economic Commission 
for Europe (2015) has also created the Common Statistical Production 
Architecture initiative to provide reference architecture for the statistical 
industry to support the facilitation, sharing, and reuse of statistical ser-
vices across and within statistical organizations. Adopting this common 
reference architecture would make it easier for organizations to standard-
ize and combine components of statistical production, thus enabling shar-
ing components across agencies or even countries. 

SYSTEM ARCHITECTURE

Traditionally, a computer system is designed as a single system, con-
trolled by its owner and designed according to the owner’s choice. Data-
bases may be stored and managed on this computer and access provided 
to others as needed. This access could be restricted to local access, that is, 
only to others who can physically visit a “safe room,” but more commonly 
access is provided across a network. Such access can be provided to selected 
authenticated parties or to the public.

When data from multiple data sources are aggregated into a database, 
one popular paradigm in the computing industry follows the centralized 
model described above: the traditional “data warehouse.” This was the 
expected structure of the National Data Center proposed many years ago 
(Kraus, 2013). In contrast, the committee believes that it is possible to 
obtain many of the benefits of a national data center without privacy risks 
incurred by storing so much data in one place. Specifically, we would like 
to provide access to aggregated statistical data obtained through fusion of 
multiple sources, but not direct access to individual-level data (identifiable 
information about a person, household, or business), and to do so with 
careful attention to privacy (see Chapter 5 for a more detailed discussion). 
In this section, we look at architectural alternatives.

As the number of users, the sizes of databases, and the processing per-
formed on the collected data are scaled up, it may no longer be feasible for 
a single centralized system to manage the load. In this case, a set of systems 
can be used in parallel to perform this task. It would still be a single cen-
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tralized system in terms of the system architecture, even if implemented as 
a room full of machines.

Instead of being placed in a single machine room or data center, the 
set of machines could be distributed across multiple locations. Such distri-
bution may be desirable for a variety of reasons, including proximity to 
users, resilience to a disastrous event, and availability and cost of space for 
a machine room. With a distributed physical structure, it would be neces-
sary to decide whether to reflect that distribution in the data placement 
design. That is, the data could be partitioned across sites, with each site 
handling some of the data, or the data could be replicated so that multiple 
complete copies of the data are created, one at each site. A mix of the two 
approaches is also possible, with some popular data replicated at each 
site, but most data are held only at one site. The choice depends on vari-
ous factors, including the desired performance requirements or objectives. 
Another decision to make with a distributed system is whether to expose 
the distribution at the logical level: should users know where the servers 
are located? Do they need to know? Often, but not always, the answer to 
these questions is “no.”

Traditionally, businesses and other private-sector enterprises have 
developed their own data centers to meet their storage and processing 
needs. As in so many aspects of business, it sometimes makes sense to out-
source this responsibility to a service provider that has particular expertise 
in this task. For data processing in particular, this outsourcing has been 
made particularly easy through the “cloud.” The basic idea is that the 
data centers are owned and managed by service providers that often share 
the same data center facilities across multiple enterprises. Enterprises rent 
needed capacity and services from the service provider. Arrangements vary 
greatly, from fixed capacity to variable on-demand plans, with various qual-
ity of service guarantees. The service contracted for could also range from 
the bare bones, compute and storage, up through data management and 
web hosting, to sophisticated software capabilities.

Outsourcing responsibility for some tasks is not the same thing as 
transferring ownership. Even when an enterprise obtains services from a 
third-party service provider, it is still the owner of the data and responsible 
for all aspects of the data, including database design and data quality. The 
owner could continue to specify every aspect of the system. However, a 
looser federated design is possible, particularly when there are multiple 
sources of data: for example, instead of integrating all the data into a single 
warehouse, datasets could remain under the control of the providers of the 
original data or of intermediaries. A thin layer of software could provide 
users with the illusion of a centralized system while actually providing 
requested data from multiple places as needed (see Contreras and Reich-
man, 2015). In the case of derived data products, such as national statistics, 

Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


50 FEDERAL STATISTICS, MULTIPLE DATA SOURCES, PRIVACY PROTECTION

the same principle would apply to the derived data creation process. For a 
user, one could combine data from multiple owners, at multiple locations, 
and use these combined data to generate national statistics.

A key difference between a federated and a distributed architecture is 
in the logical control and ownership: in a federated system, each member of 
the federation designs and owns its own data; in a distributed architecture, 
there is a single owner in charge. This difference has an impact on data 
integration; if one party controls the design and structure of multiple data-
bases, it can also determine the required protocols to combine databases. 
However, if databases are independently designed and structured, required 
translations are usually possible only through negotiated specifications and 
interfaces. Such negotiations are often cumbersome and can cause systems 
to become brittle and unresponsive to changes that may be necessary or 
desirable. However, incompletely-agreed-to standards and interfaces can 
become a barrier to data integration and can result in errors. Since in 
practice there are many scenarios in which one may encounter data from 
a system that does not adhere to desired or standard structures, there is a 
need to develop abilities to perform ad hoc integration. 

As we described in Chapter 2, protocols for linking individual, house-
hold, establishment, and enterprise data records have been well developed 
by federal statistical agencies. Such handling of multiple datasets would 
be a key feature of the panel’s recommended new entity. If statistical sys-
tems use ad hoc integration technologies, care must be taken to validate 
results and manage any errors. If statistical systems use engineered integra-
tion technologies, they must develop processes for incrementally adapting 
integration rules as data sources evolve. The questions that need to be 
addressed include not only developing new mappings for the modified 
source data structure, but also how a statistical system will even know 
that the source has updated its data representation. Will the source system 
reliably convey information regarding updates to the statistical system? 
Will the statistical system perform some checks on the data supplied by the 
source system to validate assumptions regarding structure, representation, 
value encoding, and other characteristics before ingesting the data? The 
personnel responsible for performing such validation will need to have skills 
both in statistics and in computer science.

The panel noted in its first report that data breaches and identity theft 
pose risks to the public and that a continuing challenge for federal statistical 
agencies is to produce data products that safeguard privacy. Even if strong 
access and data release practices are designed to satisfy privacy require-
ments, it is difficult to guarantee against a data breach. We discuss security 
issues and protecting privacy in more depth in Chapter 5, but we note here 
in the context of systems design that privacy loss from a data breach can 
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be greatly ameliorated by distributing the data among different places and 
making it difficult for an attacker to access those locations. 

CONCLUSION 3-1 Moving to a paradigm of using multiple data 
sources requires a new and different information technology architec-
ture than a paradigm based on a single data source. Federal statistical 
agencies will need to create research and production systems capable 
of using multiple, diverse data sources to create statistics. 

CONCLUSION 3-2 A range of possible computing environments could 
enable use of multiple data sources for statistics. Federal statistical 
agencies will need to consider the governance, functionality, and flex-
ibility of the system, as well as the implications for protecting privacy 
and addressing data providers’ concerns regarding privacy. 

DATA PROCESSING ISSUES

Moving to a paradigm of integrating multiple data sources for federal 
statistics will necessitate a greater focus on data curation by federal sta-
tistical agencies, which requires the “processes and activities needed for 
principled and controlled data creation, maintenance, and management, 
together with the capacity to add value to data” (Miller, 2014, p. 4). As 
noted in the panel’s first report, agencies are used to using administrative 
data in a variety of ways to enhance their design, collection, and analysis 
of survey data, as well as to produce some statistics directly (see National 
Academies of Sciences, Engineering, and Medicine, 2017b). However, agen-
cies generally directly collect much of the data they use to produce statis-
tics, are used to having a good deal of control over design and collection 
of those data, and know what happens at each stage of collection, editing, 
imputation, and analysis. In the system we envisage, agencies will not have 
control and may have limited knowledge or documentation of all of these 
processes for some of the data they acquire. It will be essential that federal 
statistical agencies, including the panel’s recommended new entity, carefully 
document all of the operations that they perform on datasets they acquire 
or access for federal statistics (see section, “Provenance”).

Data Acquisition

There are two main paradigms for software to obtain data from the 
source: “push” and “pull.” In a push paradigm, the data source pushes data 
to the statistical agency or other entity. This push could be periodic, say, 
once a month; it could be in response to an event occurring, such as the 
accumulation of 100 updates; or it could be on any other basis chosen by 
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the data source, such as whenever the data source has spare computational 
and network bandwidth resources. 

In a pull paradigm, the statistical agency or other entity pulls the data 
from the source when it needs the data. This pull could be based on the 
issuance of a service order; the pull could be periodic, just as in the case 
of a push. The pull can be whenever the agency or entity needs the data 
to perform some computation. In practice, the data source may not give 
free access to its data to the requesting (consumer) agency or entity. So a 
pull is typically implemented as a request from the consumer to the source, 
which the source then responds to. The key point is who controls the tim-
ing. However, a data pull can also be implemented without requiring the 
explicit cooperation of the data source: for example, the consumer system 
could scrape data from a website put up by the source. 

Although data can be pulled without the explicit cooperation of the 
generating source, several issues regarding such a pull need to be addressed. 
First, there may be legal restrictions on the frequency or volume of access. 
Second, there may be no guarantee of continued access in the future. In 
addition, the guarantees regarding the quality of the data are unknown. 
Data quality is always of concern, and obtaining the data without coor-
dination with the data generator further exacerbates the issue since no 
explicit contractual guarantees are provided by the data generator to the 
data collector.

Another design parameter to consider is how each data transfer 
(whether push or pull) relates to what has been previously transferred. 
A transfer could be a complete refresh, meant to overwrite the previous 
data; it could be an addition, comprising only new data from the current 
period; or it could be a change log, comprising not only new data but also 
other changes (such as updates and deletes). In many uses of multiple data 
sources for the federal statistical system, the panel assumes that updates of 
data sources will be to update statistics. When data sources send updates, 
statistical agencies will need to keep track of the multiple versions of data. 
It is possible that various statistical products will have been computed using 
different versions of data. Reconciling these statistical results will require 
keeping track of specific versions used (see sections, “Provenance” and 
“Reproducibility”).

Data Cleaning and Transformation

Generally, data that are obtained for statistical analyses for the first 
time will require statistical attention prior to analysis. Such attention may 
be required for many reasons, including: there could be recording errors in 
the original source; there could be mistakes in understanding or interpreting 
metadata; there could be errors in data linkage (see Chapters 2 and 6); and 
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there could be missing data in fields needed for the computations. Regard-
less of the cause, such errors can be propagated and result in bad statistics 
if they are not corrected. As such, data cleaning is a critical function, which 
has to be performed when new data are received and possibly again after 
processing stages.

Data cleaning techniques range from actual removal of erroneously 
detected data to replacement of or additions to data items through extrapo-
lation, harmonization, or approximation. Rules might be imposed on the 
data—such as data domain ranges; averaging or mode selection; and com-
paring and augmenting through external sources. 

Data might be enhanced or completed. One such example is the com-
pleting of addresses by adding four-number ZIP code suffixes to the origi-
nally provided five-digit codes or simply adding a missing city or state to 
the ZIP code provided. External information might be used to obtain the 
appropriate code suffixes.

The data might be harmonized. For example, state names might all be 
converted to the two-letter state name coding. Another example is the con-
version of U.S. phone numbers, that is, stripping any additional characters 
other than the 10-digit numbers. In a quite different realm, for medical 
data, missing body temperatures might be assumed as “normal” if only 
fever ratings are recorded. Regardless of the cleaning techniques used, cau-
tion is needed to ensure that the cleaning process itself does not introduce 
error or bias.

Federal statistical agencies are well acquainted with data cleaning and 
transformation in the context of survey data. A major difference between 
what they have been doing and what would be required in the envisaged 
new system is that they currently often build in data cleaning checks at the 
acquisition stage so that they can collect more accurate information from 
the household or business respondent directly. For example, there may be 
specified ranges built into an Internet questionnaire or the interviewer’s 
computer-assisted personal interviewing (CAPI) instrument that do not 
permit respondents to enter values that are out of the range. Consistency 
checks are often also built in to make sure that data are consistent and to 
catch potential errors. However, what is done in the survey context often 
cannot be done in the same way with data acquired from other sources, 
which results in more work to clean the data and a shift in costs from data 
collection to preprocessing and preparing the data.

In the panel’s first report, we noted that there are a wide variety of 
structured, semi-structured, and unstructured data available that could 
have the potential to enhance federal statistics. Much of the data from 
these sources will not be available in the desired form and structure; it will 
need to be transformed. Usually, such a transformation is straightforward 
to perform, though it may not always be easy to specify the transformation 
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correctly. Furthermore, it may not be possible to perform all required data 
cleaning at the time of acquisition. For example, if a selected data source 
has some critical missing values in some records, it may not be feasible to 
insist that these be completed, as could be done in a CAPI survey. Instead, 
these missing values may need to be imputed, and the most efficient way 
to perform such imputation is with additional context obtained through 
record linkage.

Current surveys often collect detailed descriptions of jobs and indus-
tries, which coders then review and classify into the North American Indus-
try Classification System or standard occupation codes. Federal statistical 
agencies have been developing and using sophisticated tools to streamline 
these kinds of coding tasks and will need to develop and apply similar tools 
with new data sources. 

Provenance

There is a well-developed notion of metadata associated with sur-
veys, including capturing and recording paradata—auxiliary information 
obtained during data collection that provides data about the data collection 
process itself. Similarly, there is also a well-developed notion of reproduc-
ibility in software, by recording the specific version of a program run and 
all parameters used. (Recording of the statistical methods used, such as 
imputation of missing values, removal of outliers, and the like constitutes 
a subset of the issue of software reproducibility, discussed below). In the 
computer science field, these notions are referred to under the concept of 
“provenance.” 

Provenance, a term most often associated with a work of art, refers to 
its origin and provides confidence that it is not a fake. For data, provenance 
serves the same purpose. For data obtained from nontraditional sources, 
such as repurposed administrative data or private-sector data, it will be 
critically important to carefully specify what the equivalent would be to 
survey metadata and paradata. Since data are being repurposed, the mean-
ings of particular values are likely to be subtly different. Having a precise 
understanding of the provenance of the data will be critical for correct 
interpretation, but it will be difficult due to varying metadata recording 
standards across data sources. Similarly, population coverage and sampling 
bias are also of concern for repurposed data. Therefore, understanding 
and documenting what is known about these domains will be a necessary 
step to ensuring correctness. Finally, repurposed data will often require 
considerable manipulation. Therefore, recording the editing and cleaning 
processes applied to the data, as well as the statistical transformations and 
the software run, will also be critically important. 

There are multiple types of metadata, and all of these have to be 
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recorded at the source. However, mere recording is not in itself enough: 
metadata will also be needed as data are transformed and new data products 
are derived, so that the dependencies associated with any data product of 
interest can be fully understood, including, in particular, the final reported 
statistics. Data provenance methods, which allow researchers to track their 
data through all transformations, analyses, and interpretations, have been 
developed for this purpose. 

There are many different ways in which provenance can be recorded. 
Perhaps the most important distinction is between set-level (or process) 
provenance and item-level (or database) provenance. The former is cap-
tured automatically by workflow systems: for a given dataset or a statistic, 
it provides information on the sequence of operations for its creation. 
However, if a particular item in a newly developed dataset surprises a user, 
knowing the creation process for the dataset is not necessarily helpful. 
In such cases, the alternative is to record provenance for individual data 
items, recording how each one was derived. Such fine-grain recording of 
provenance can involve significant time and, consequently, costs, and ways 
to do this efficiently is an active area of research. 

For national statistics, the panel assumes that users, for the most part, 
care only about the aggregate averages  so one may think that process-level 
provenance will suffice. However, specific values are often manipulated 
individually, and a detailed record is required of the individual manipula-
tions. For instance, outliers may be eliminated and erroneous entries may 
be manually corrected. It is not enough, for example, to record a manual 
review and error correction step at the level of a dataset: information needs 
to be recorded on the individual manual corrections applied.

The panel recognizes that federal statistical agencies currently have 
thorough documentation and good metadata, often including paradata, 
for their surveys. For many ongoing major surveys, there is a wealth of 
information and research that has been accumulated over many years. 
However, statistical agencies typically do not have or retain some of the 
fine-grained detailed records discussed above as part of data provenance. 
For example, analysts who review and edit business survey data may not 
retain a record of every action they took in cleaning the data. Edits and 
imputations performed on survey datasets may not be fully documented in a 
user-friendly manner except at a very high level (e.g., if hot deck imputation 
is used). Often, only a small number of people are familiar with the code 
that performs these operations, which also may not be clearly documented. 
Thus, instituting the more comprehensive and detailed documentation of 
these processes and activities that will be required for new data sources 
will be new to agencies and may be seen as burdensome, but we believe it 
is worthwhile. 

The complete provenance associated with any dataset can be over-
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whelming. Even if the provenance contains all the requisite information, 
actual utilization is not easy. This “fitness-for-use” issue is much more 
complex when using multiple data sources, as multiple data sources often 
provide more information than traditional single data sources. Frequently, 
the user may not be interested in the provenance of the entire dataset, but 
only in a particular value. Much of the provenance recorded may not be 
relevant to that particular value, so a much less complete provenance may 
suffice for the user’s needs. However, it may not be sufficient simply to 
identify the data sources from which the particular result was derived; one 
may wish to identify the specific source values that contributed to it. The 
concept of fine-grain provenance will be valuable in such cases. 

Often, when a user seeks provenance for a dataset or item, the user has 
a particular purpose in mind: for example, to answer a specific question. 
Rather than providing such a user with the provenance for the dataset, 
should the user be provided with only the provenance components that are 
relevant to the question? This question and similar ones are currently topics 
of an on-going stream of research, with some good ideas being investigated. 

Reproducibility

In theory, a complete provenance record should permit the entire data 
production and computational process to be reproduced. In practice, a few 
additional considerations arise. One is dependence on secondary inputs. For 
example, suppose that one aggregates input from a credit card processor to 
determine spending by category. This process requires that every merchant 
be mapped to a category. If the category of a merchant changes, then the 
computation loses reproducibility unless the entire mapping table is also 
recorded. A second consideration is dependence on a software version. 
Small, supposedly innocuous changes in software can cause different results 
to be produced if rounding is done differently. 

Software does not exist in a vacuum; it relies on an operating environ-
ment composed of both hardware and software. If the operating environ-
ment changes—for example, if the hardware platform is changed—results 
might change. The precision of a computation can change if the operating 
environment changes even though the application software system remains 
unaltered.

There are examples from the decennial census of how there have been 
changes over time in edit rules and coding. At one time, “tailor” was 
an occupation with male connotations and “seamstress” an occupation 
with female connotations. Therefore, a census form response identifying a 
woman as a tailor quietly had her occupation changed to seamstress at that 
time (Conk, 1980). In the 2000 census, same-sex couples who identified as 
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married were recorded as unmarried as there were no states at that time 
that legally recognized same-sex marriages. 

In short, issues for reproducibility are mostly well understood, but 
perfect reproducibility can be very difficult to implement in practice. Depar-
tures from attaining full reproducibility may become necessary, sometimes 
for reasons of cost, but they should be undertaken with care as repro-
ducibility is of growing importance throughout scientific work (National 
Academies of Sciences, Engineering, and Medicine, 2016b). Reproducibility 
will be key to helping researchers both in and outside the federal statisti-
cal system understand what was done with different data sources and the 
quality implications for the resulting statistics (see Chapter 6). Allowing 
internal and qualified external researchers to access raw granular data 
and to examine the provenance and perform appropriate analyses will 
permit useful evaluations of what was done and sharing of good practices 
across agencies. The panel recognizes that to the extent that reproducibility 
requires recording detailed, record-level information, there are implications 
for privacy (see Chapters 4 and 5). 

Being able to explain exactly what process was used is also important 
to maintaining the credibility and trust of an agency with the users of its 
data. This consideration increases in importance as more complex and more 
computational processes are used to generate statistical products.

 
CONCLUSION 3-3 Creating statistics using multiple data sources 
often requires complex methodology to generate even relatively simple 
statistics. With the advent of new and different sources and innova-
tions in statistical products, federal statistical agencies need to figure 
out ways to provide transparency of their methods and to clearly com-
municate these methods to users.

SYSTEM MIGRATION

As we noted above, computing statistics from diverse data sources will 
require a system architecture that differs substantially from what many 
statistical agencies have today. This requirement raises the question of the 
migration path for data both within an agency and to the panel’s recom-
mended new entity. We note that this migration occurs not just for the 
computing systems, but also for the business processes used.

In general, a gradual migration introduces less risk. However, in many 
instances an agency may not have the luxury of being able to migrate gradu-
ally. For example, if credit card transaction data are to be used to compute 
some statistics of economic activity, there may be no reliable way to take 
a portion of the reported transactions and use traditional data collection 
techniques for the rest.
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To soften the possible impact of and concerns about an abrupt migra-
tion, it would be advisable to initially run traditional approaches simul-
taneously with the new approaches, which is currently common practice 
in the statistical agencies. Comparing the findings of the two approaches 

BOX 3-1  
Pilot Study in Migration: Palantir Technologies

In 2016, Palantir Technologies conducted an 8-month pilot study to report 
on the “health” of the U.S. economy. The findings of this study indicated that by 
combining credit card transaction reports with public measures, accurate and 
timely economic insights were obtained. 

The pilot study integrated data from the Bureau of Labor Statistics, the Cen-
sus Bureau, the Energy Information Agency, and the Bureau of Economic Analysis 
(BEA), along with credit card transaction information from the database of First 
Data (one of the largest payment processing companies in the United States). The 
data integration and analysis engine enabled BEA and Census Bureau analysts to 
incorporate various other datasets into the system to support independent investi-
gations at multiple levels of granularity, with varying aggregation duration lengths.

The underlying motivation for the pilot was the creation of a system to care-
fully track the indicators of retail trade as measured by the Monthly Retail Trade 
Surveys. While traditionally collecting and processing the monthly retail trade in-
dicators takes weeks, the pilot system took hours, with nearly a perfect (0.96) cor-
relation between the results from the surveys and the credit card transaction data. 

Traditional survey-based data collection is not only difficult and suffers from 
ever-declining response rates, but processing at a fine granular level is prohibi-
tively expensive. In contrast, such processing at a geographically refined sector 
and duration-specified intervals using the pilot solution resulted in a nearly 0.9 
correlation of findings as compared to the findings obtained using traditional 
sources without increasing cost.

Architecturally, Palantir Technologies’ platform consists of a data hub and a 
set of report generators. The data hub logically is a set of storage platforms and 
corresponding analytical models that organize and manipulate the data on the 
storage platforms. Report generators of various types process the data according 
to their respective business rules. Key to the acceptance of the effort is Palantir 
Technologies’ data integration approach, which retains complete data provenance 
throughout the entire data creation and manipulation cycle. 

Palantir Technologies supported a variety of core capabilities, including secu-
rity and auditing mechanisms, collaboration environments, and report generation 
tools. The open architecture enabled third parties to develop and integrate specific 
applications. Like all successful analytical infrastructures, Palantir Technologies 
touts and demonstrates that its engine supports a flexible data management con-
figuration, reliable and easily parsed auditing tools, a highly secure environment, 
and a wide variation of collaboration options.

Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


IMPLICATIONS OF USING MULTIPLE DATA SOURCES 59

would verify the correctness of the new approach and instill confidence in 
it. It may also be possible to create “sandbox” spaces where new compu-
tational streams can be experimented with and tested before being moved 
into production. In addition, agencies can use “rollback” mechanisms, in 
which some “old” processing modes can be used if difficulties are found 
in the new mode.

When transitions are made, the changes need to be carefully logged. 
Thus, any errors or undesired changes can be detected, and users will at 
least have the beginning of an explanation in many situations. Such a log 
may even permit a rollback of changes that have been applied.

PERSONNEL STAFFING AND SKILLS 

The use of new technologies and new methodologies will require staff 
at federal statistical agencies and the panel’s recommended new entity to 
have appropriate new skills. This is true even if the bulk of the computa-
tional work is outsourced to a private contractor. For the existing statistical 
agencies, we believe this need can be met with a judicious use of training 
programs and a shift in the skill profile for new staff over time. The agencies 
have many staff with strong technical skills and experience that is relevant 
for dealing with data from any source. We believe that with additional 
training, many staff will be able to adopt the new paradigm, provided that 
key technical steps are outsourced.

The key requirement for moving to the new paradigm is a smooth tran-
sition. Agency history and domain knowledge need to be preserved. Hence, 
it is important not only that current staff do not experience hardships due 
to a migration to a new approach, but that they are also incentivized to 
be involved with the new approach so that they can capture the needed 
domain knowledge and improve the chances of meaningful new data being 
obtained and properly utilized. See Box 3-1 for a brief description of a pilot 
study that illustrates an exemplary migration. 

RECOMMENDATION 3-1 Because technology changes continuously 
and understanding those changes is critical for the statistical agencies’ 
products, federal statistical agencies should ensure that their informa-
tion technology staff receive continuous training to keep pace with 
these changes. Training programs should be set up to meet the current 
and expected future training needs for technology, and recruitment 
plans should account for future technology demands.
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4

Legal and Computer Science 
Approaches to Privacy 

In the panel’s first report, we briefly reviewed some of the major privacy 
issues related to combining multiple data sources, including the relevant 
laws and approaches that statistical agencies have taken to fulfill those 

laws and protect their data while providing access to researchers. In this 
chapter we expand on that discussion, focusing on legal issues that arise 
in collecting, acquiring, and combining multiple data sources. We dis-
cuss privacy from a legal perspective and a computer science perspective, 
attempting to reconcile these different views. We also discuss how moving 
to a world of combined multiple data sources changes threats to privacy 
and introduces new threats. We then address the implications for federal 
statistical agencies, including the additional privacy and confidentiality laws 
that apply to statistical data, as well as the legal and policy issues that arise 
with linking records from different data sources. We continue discussion 
of privacy issues in the next chapter, expanding on the discussion in our 
first report on how federal statistical agencies can use security measures, 
computer science technologies, statistical methods, and administrative pro-
cedures to protect data and permit access for statistical purposes. 

PERSONALLY IDENTIFIABLE INFORMATION AND PRIVACY LAW

Almost all federal household and economic surveys assure respondents 
that the information they provide will be protected and will not be used 
to harm them. For example, respondents to the American Community 
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Survey are told: “We never reveal your identity to anybody else. Ever.”1 
The website explains that “[a]ll Census Bureau employees take an oath of 
nondisclosure and are sworn for life to protect all information that could 
identify individuals.” Information that could identify individuals is referred 
to as “personally identifiable information” (PII), and each federal agency 
has regulations and procedures for protecting PII. 

Combining data sources has the potential to reveal more information 
about individuals in the data sources. For example, if records from a survey 
of college graduates were linked with university records and information 
about the subsequent work history of the respondents, the original, limited 
information from the survey now is joined with more detailed information. 
It is possible that a public-use dataset published from the linked dataset 
might have enough information to allow for the identification of individual 
respondents even if all information such as names, addresses, dates of birth, 
and names of universities and employers had been deleted from the records. 
The additional information available through the linkage also makes it 
possible to publish statistical summaries, such as cross-tabulations on more 
variables, and, in some instances, those tables taken together might be used 
to identify individuals in the survey even though the individual tables con-
tain only statistical information on groups of records.

The phrase “personally identifiable information” is central to the devel-
opment of modern privacy law. The phrase appears frequently in federal 
law, judicial opinions, and legal scholarship. It is also an imprecise term 
that has led to confusion, particularly between legal scholars and technol-
ogy experts. When legal scholars use the phrase, they anticipate that a 
determination will be made, within the context of laws and legal institu-
tions, as to what constitutes PII. As with many terms in law, the phrase 
takes on meaning in the context of specific use: data that may be considered 
PII in some circumstance may not be considered PII in other circumstances. 
Computer scientists, in contrast, have a different view of the phrase. They 
would argue that all information could be viewed as PII, and, as a conse-
quence, threats to individual privacy are not adequately addressed by the 
PII/non-PII dichotomy. Moreover, computer scientists would argue that in 
a networked world, the protection of privacy will require mathematically 
rigorous notions that can be translated with algorithms into numerical 
outcomes.2 

The core differences, and the source of much confusion, may be under-
stood as the difference between the central place of PII in modern privacy 
law and the ability of modern computer science to breach individual pri-

1 See https://www.census.gov/programs-surveys/acs/about/is-my-privacy-protected.html [Au-
gust 2017].

2 See the section “Examples Elucidating the PII/Non-PII Issue” for a more detailed discus-
sion of both views.
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vacy, that is, to turn non-PII into PII in situations in which it is not obvious. 
There is no simple way to resolve these two views of PII: one relies on legal 
constructs, the other on scientific specifications. 

However, there may be a way to integrate the insights of both disci-
plines to inform current understanding of PII. In law, the concept of PII 
carries with it legal rights and responsibilities, often described as fair infor-
mation practices. The aim is to ensure the protection of PII, which is a legal 
obligation typically assigned to the entity in possession of the PII. There 
is a good reason to assign this responsibility to the data holder and not 
the data subject: the entity in possession of the personal data is in a better 
position to reduce the risks that might result from adverse use or a security 
breach. As explained in the famed 1973 report that led to establishment of 
the Privacy Act (Turn and Ware, 1976, p. 1):

Privacy is an issue that concerns the computer community in connection 
with maintaining personal information on individual citizens in comput-
erized record-keeping systems. It deals with the rights of the individual 
regarding the collection of information in a record-keeping system about 
his personal activities, and the processing, dissemination, storage, and use 
of this information in making determinations about him. 

The corollary is that such obligations do not apply if the dataset does not 
contain PII. In recent years, computer scientists have helped make clear 
that what may not appear to be PII is in fact PII when new techniques or 
additional data are considered.3 

The current situation has led some experts to suggest that PII is no 
longer a workable category because PII and non-PII are no longer readily 
distinguished. But if the legal purpose of PII—to assign rights and respon-
sibilities in the collection and use of data—is combined with the scientific 
ability to reveal the existence of individual privacy compromise when it is 
not obvious, then the better solution is to recognize that the legal definition 
of PII should include both data that are obviously PII and “latently PII,” 
that is, data that can be transformed into PII or, more broadly, that enable 
individual privacy compromise. 

In essence, the panel believes that the legal PII category remains rel-
evant and that the insight of scientists should inform how the law under-
stands the term. One obvious implication is that the concept of PII becomes 
more important in a world of simultaneous use of multiple data sources.

3 A simple example of this is provided by a Social Security number. By itself, an SSN may 
appear not to be PII because the actual identity of the person associated with the SSN is 
not clear. However, if there is a lookup table that matches SSNs to individuals, the problem 
becomes trivial. The law understood this problem from the outset and always treated SSNs 
as PII (see U.S. Department of Health, Education, and Welfare, 1973; also see more detailed 
discussion in Chapter 5).
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LEGAL VIEW OF PRIVACY IN THE CONTEXT 
OF STATISTICAL DATA ANALYSIS

Our starting point for a discussion of the legal context of statisti-
cal data analysis in the federal government begins with the language of 
the federal Privacy Act (see Box 4-1). That law sets out a wide range of 
responsibilities for federal agencies that collect, use, and disclose personal 
information, namely, PII. That information can include everything from 
employment records for agency personnel to license applications for pilots 
to the investigative records of law enforcement agencies. When a record 
is contained in a system of records, many legal obligations are created, 
including obligations to ensure the accuracy and integrity of the record, to 
ensure its security, and to make it available to those individuals to whom 
it pertains. However, an important exception for records maintained by 
federal agencies is made for “statistical records.” It is these records that are 
the focus of our discussion.

The Privacy Act describes a statistical record as “a record in a system 
of records maintained for statistical research or reporting purposes only and 
not used in whole or in part in making any determination about an identifi-
able individual” (5 U.S.C. 552a(a)(6)) with a few exceptions. Other sections 
of the Privacy Act limit matching of datasets except those that “produce 
aggregate statistical data without any personal identifiers” (5 U.S.C. 552a(a)
(8)(B)(i)) or “performed to support any research or statistical project, the 
specific data of which may not be used to make decisions concerning the 
rights, benefits, or privileges of specific individuals” (5 USC 552a(a)(8)(B)
(iii)). Another provision of the law limits disclosure of personal records 
maintained by federal agencies except “to a recipient who has provided 
the agency with advance adequate written assurance that the record will 
be used solely as a statistical research or reporting record, and the record 
is to be transferred in a form that is not individually identifiable” (5 USC 
552a(b)(5)). Records are also excluded from certain obligations, including 
privacy and accuracy if they are “required by statute to be maintained and 
used solely as statistical records” (5 USC 552a(k)(4)).

It is noteworthy that these legal constructs are quite distinct from those 
common in statistics. In statistics, a statistical record is an aggregate of indi-
vidual records: the notion of a single statistical record conflicts with the fact 
that statistics are based on aggregates of multiple records. Statisticians more 
commonly refer to “statistical uses” of record systems, implying that the 
statistics are summaries of attributes of many records in a record system.

Under federal privacy law, statistical data may be widely gathered, 
exchanged, and disseminated with the understanding that the federal 
agency does not have the ability to make determinations about “identifi-
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BOX 4-1 
Findings and Purposes of the Privacy Act

Findings

(a) The Congress finds that— 
(1) the privacy of an individual is directly affected by the collection, main-

tenance, use, and dissemination of personal information by Federal agencies;
(2) the increasing use of computers and sophisticated information technol-

ogy, while essential to the efficient operations of the Government, has greatly 
magnified the harm to individual privacy that can occur from any collection, main-
tenance, use, or dissemination of personal information;

(3) the opportunities for an individual to secure employment, insurance, and 
credit, and his right to due process, and other legal protections are endangered 
by the misuse of certain information systems;

(4) the right to privacy is a personal and fundamental right protected by the 
Constitution of the United States; and

(5) in order to protect the privacy of individuals identified in information sys-
tems maintained by Federal agencies, it is necessary and proper for the Congress 
to regulate the collection, maintenance, use, and dissemination of information by 
such agencies.

Purposes

(b) The purpose of this Act [enacting this section and provisions set out as 
notes under this section] is to provide certain safeguards for an individual against 
an invasion of personal privacy by requiring Federal agencies, except as other-
wise provided by law, to— 

(1) permit an individual to determine what records pertaining to him are col-
lected, maintained, used, or disseminated by such agencies;

(2) permit an individual to prevent records pertaining to him obtained by such 
agencies for a particular purpose from being used or made available for another 
purpose without his consent;

(3) permit an individual to gain access to information pertaining to him in 
Federal agency records, to have a copy made of all or any portion thereof, and to 
correct or amend such records;

(4) collect, maintain, use, or disseminate any record of identifiable personal 
information in a manner that assures that such action is for a necessary and lawful 
purpose, that the information is current and accurate for its intended use, and that 
adequate safeguards are provided to prevent misuse of such information;

(5) permit exemptions from the requirements with respect to records pro-
vided in this Act; and

(6) be subject to civil suit for any damages which occur as a result of willful 
or intentional action which violates any individual’s rights under this Act.

SOURCE: The Privacy Act of 1974, 5 U.S.C. § 552a; available: https://www.justice.gov/opcl/
privacy-act-1974 [September 2017]. 
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able individuals,” to gather “personal identifiers,” and that the records are 
not “individually identifiable.” 

Critical to understanding the significance of the term “statistical data” 
in the context of federal agency systems is the recognition that many of 
the responsibilities assigned to federal agencies for the collection and use 
of personal data are relaxed for the category of statistical data. To better 
understand the current situation, we turn to a bit of history. 

Prior to the enactment of the Privacy Act, there was a lengthy review 
of federal record-keeping systems that resulted in a major report. The U.S. 
Department of Health, Education, and Welfare (HEW) closely examined 
the issue of statistical data, and many of the insights in that report are 
reflected in the law that followed.

The report noted that, with few exceptions (U.S. Department of Health, 
Education, and Welfare, 1973):

[T]here is little to prevent anyone with enough time, money, or persever-
ance from gaining access to a wealth of information about identifiable par-
ticipants in surveys or experiments. This should not be the case . . . (p. 93)

Social scientists and others whose research involves human subjects are 
vocal about the importance of being able to assure individuals that infor-
mation they provided for statistical reporting and research will be held in 
strictest confidence and used only in ways that will not result in harms to 
them as individuals [emphasis in original]. (p. 93)

At the same time, the report noted the value of statistical data:

The obverse of the problem of data confidentiality is the need to make 
basic data more accessible for reuse or reanalysis by all qualified persons 
or institutions. Personal data systems for statistical reporting and research 
are largely in the hands of institutions that wield considerable power in 
our society. Hence, it is essential that data which help organizations to 
influence social policy and behavior be readily available for independent 
analysis. (p. 94)

The report even anticipated some of the current issues:

In principle, there should be no conflict between informing the public 
about how the government conducts its business and protecting the in-
dividual data subject from harm. If data cannot be made available for 
reuse or reanalysis without disclosing the identity of data subjects, special 
precautions may have to be taken before making basic data accessible to 
qualified persons outside the collecting organization, but such precautions 
should be taken. (p. 95)

Overall, the HEW report describes many proposed safeguards for statistical 
record systems that were eventually adopted in the federal law. 

Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


LEGAL AND COMPUTER SCIENCE APPROACHES TO PRIVACY 67

THE SCOPE OF PII

As we explain below, the concept of PII varies among different laws 
that relate to privacy, which has added to further skepticism among com-
puter scientists about the use of the term. For example, it is not at all 
obvious why PII should create a different boundary condition for medical 
records than it does for video viewing records. However, many definitions 
of PII include both what is obviously PII and what could, through addi-
tional steps, be PII. The recently adopted General Data Protection Regula-
tion of the European Union, which will likely be enormously influential in 
the years ahead, defines “personal data” as:4

 . . . any information relating to an identified or identifiable natural person 
(‘data subject’); an identifiable natural person is one who can be identified, 
directly or indirectly, in particular by reference to an identifier such as a 
name, an identification number, location data, an online identifier or to 
one or more factors specific to the physical, physiological, genetic, mental, 
economic, cultural or social identity of that natural person.

This definition contains the key phrase “identified or identifiable,” which 
conveys the view that actual identification may not be immediately appar-
ent. This interpretation is strengthened by the subsequent modifier that a 
person may be identified “directly or indirectly.” Many privacy laws adopt 
this view of PII: that is, information that is both personally identifiable and 
information that could be personally identifiable.

As noted above, computer scientists look at privacy and statistical 
data through a different lens, questioning if there even exists a meaningful 
boundary dividing PII from non-PII. Given the tools of cryptography, they 
ask if such a distinction exists given the wealth of possible side (“auxiliary”) 
information that is available, such as other accessible datasets, last year’s 
statistics, newspapers, blog posts, and tracking information.5 

Privacy laws and their implementing regulations include numerous 
examples of specific rules for identifying concrete characteristics as PII, as 
well as more open-ended decision tools (standards) for categorizing data 
as PII or non-PII. Thus, while PII is a core concept in modern privacy law, 
there is wide variation in the definition of PII (and similar terminology, 
such as “individually identifiable information” and “personal informa-
tion”) and how it is interpreted in practice, even among federal agencies. 
For example, the Family Educational Rights Privacy Act and the Health 
Insurance Portability and Accountability Act provide different approaches 
to protecting data and enabling statistical use by external researchers. A 

4 See https://www.privacy-regulation.eu/en/4.htm [August 2017]. 
5 Statisticians would also be concerned about available auxiliary information and would 

apply statistical disclosure limitation methods. 
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clean mathematical separation between PII and non-PII could pave the way 
for unfettered access to the teachings of non-PII data on an Internet scale.

Thus, to computer scientists, the relevant questions about the appro-
priate meaning of PII are, “What is the law trying to promote? What is it 
trying to proscribe?” Equipped with answers to these questions, not only 
can one evaluate a proposed definition and treatment of PII and non-PII in 
light of these goals, but one can also begin to address these goals directly, 
bypassing the definitional question.

A focus on distinguishing between inferences about individuals and 
inferences about groups provides essential tools for reasoning about privacy 
when the data are not collections of records, each belonging to a single indi-
vidual. For example, the inference approach permits reasoning about the 
privacy implications of sets of statistics computed from individual records, 
even if these records have subsequently been destroyed. The “post-PII” 
question of what can be inferred from the statistics is a persistent privacy 
concern even in this extreme setting. We cannot overemphasize this point: 
the mere fact that there is no record to “re-identify” or to associate with a 
unique individual (because the records have been destroyed) does not mean 
there is no residual risk of disclosure specific to an individual through infer-
ence from the statistics that are available (together with auxiliary informa-
tion). Thus, for such a collection of statistics, PII sounds like a misnomer. 

At this point in the argument, it is useful to note that “inference” in 
this context is itself distinct from the word as used in much of statistics and 
therefore common to the federal statistical system. Much of the descriptive 
power of sample surveys is based on the use of probability samples of large 
populations. The use of probability sampling provides mathematical bases 
for the relationship between a statistical aggregate in a sample and the cor-
responding aggregate for the whole population. In this sense, sample-based 
statistics have known inferential characteristics in relationship to the full 
population from which the sample was drawn. In contrast, “inference” 
with regard to the possibility of identifying a specific individual in a once-
existing record system concerns the probability of inferring something 
about an individual based on information extractable from the record sys-
tem. In this case, an “inference” is from a set of information to the identity 
of an individual record.

EXAMPLES ELUCIDATING THE PII/NON-PII ISSUE 

In this section we explore the PII/non-PII issue through the lens of infer-
ence. Our goal will be to distinguish the case in which it is possible to infer 
a sensitive attribute about a single individual from the case in which it is 
only possible to infer that attribute about members of a group as a whole. 
One can call this the difference between an individual privacy breach and 
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a group privacy loss. Generally, statistical analysis accepts group privacy 
loss. For example, one may learn that people with a specific gene have an 
increased risk of developing a particular illness, which is a fact about people 
in general. In one sense, “group privacy loss” may accurately be viewed as 
“scientific discovery.” Suppose the data from the study about this increased 
risk contain the medical history of an individual, Alice, who has been diag-
nosed with the illness. If the study enables one to infer that Alice has been 
diagnosed with this illness, then it is an individual privacy breach. It is not 
a fact about the population as a whole; an individual diagnosis does not 
logically follow from increased risk (or even illness). Anything that can be 
learned about Alice as a result of her participation in the study that could 
not have been learned had she not participated in the study is an individual 
privacy breach. In contrast, however, if Bob—who may or may not have 
been in the study—publishes his genetic data, and the study allows one to 
infer that Bob is at increased risk of the illness, it would not be considered 
as an individual privacy breach for Bob.6 

With the distinction between group privacy loss and individual privacy 
breach in mind, it is useful to consider such subjects as water salinity data, 
ice shelf measurements, and location of the jet stream, which do not appear 
to be about people at all or have any implications for individual privacy. 
In the legal view, these data are not PII. However, consider air quality sta-
tistics that summarize levels of a pollutant produced only by automobiles 
in a small town. Since this is a direct measurement of something produced 
by human-driven vehicles, it is clearly “about” people’s driving patterns. 
Indeed, given enough information about the driving of all the inhabitants 
but one, and given the measured pollutant level, it is possible to learn how 
much the “final” inhabitant drove. There are ways of getting at this per-
sonal information; for example, by comparing measurements during days 
in which she is ill (and off the road) to measurements during days in which 
she is healthy. Although this leads, in theory, toward classifying the pollut-
ant level as PII (especially in small towns), it is logical to adopt a “watch 
and wait” approach for this scenario because a number of factors suggest 
that breaching individual privacy may be difficult. Two such factors are 
“noise” in the measurements caused by atmospheric conditions such as 
wind and precipitation, and, the possible difficulty of obtaining repeated 
measurements of the type (currently) known to be useful, when combined, 
for an individual privacy breach.

Taking this example one step further, consider a dataset obtained by 
linking the pollutant measurements to health records. Assume further that 

6 This example also highlights the danger of categorizing information: when Bob chose to 
publish his genetic data, he might not have anticipated the (future) scientific discovery of his 
increased risk of disease; had he done so, he might not have published the information.
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the data exist for a large city, rather than a small town. A public health 
goal might be to learn about correlations between pollutant levels and the 
incidence of chronic bronchitis. Such correlations are aggregate statistics 
about the population and would not constitute PII. However, if one could 
learn that an individual in the dataset experiences chronic bronchitis, it 
would be a personal privacy breach unless the same conclusion could be 
drawn if the individual was not in the dataset. Thus, the individual health 
records should be viewed as PII, while the link between pollution level and 
chronic bronchitis is a statistical fact about the population. Moreover, in 
this example, the records could be queried in a way designed to breach 
individual privacy, something that appears harder to do in the example of 
the atmospheric measurements in a small town.

We close with a compelling example of the subtlety of the individual 
privacy breach determination: allele frequency statistics in genome wide 
association studies:7 

A genome-wide association study is an approach that involves rapidly 
scanning markers across the complete sets of DNA, or genomes, of many 
people to find genetic variations associated with a particular disease. Once 
new genetic associations are identified, researchers can use the information 
to develop better strategies to detect, treat and prevent the disease. Such 
studies are particularly useful in finding genetic variations that contribute 
to common, complex diseases, such as asthma, cancer, diabetes, heart 
disease and mental illnesses.

The large number of measurements in a genome-wide association study 
present a privacy problem that has only relatively recently come to be 
understood (Homer et al., 2008; Dwork et al., 2015): If one has only the 
statistics for the case group (people diagnosed with the illness) and control 
group (healthy individuals), together with the DNA of an individual, it is 
possible to determine if this individual is a member of the case group. Since 
the members of the case group have been diagnosed with the illness, this 
determination is an individual privacy breach. This situation is different 
from learning that someone’s DNA suggests an increased risk of the disease, 
which is what can be inferred for someone not in the study. In our approach 
to the PII/non-PII problem, learning the markers associated with an illness 
is a scientific fact about the population: learning that an individual has been 
diagnosed with an illness is an individual privacy breach. 

7 See https://www.genome.gov/20019523/ [March 2017].
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SYNTHESIS: A PROPOSED LIABILITY RULE FOR PII

The formulation set out in this chapter respects the perspectives of both 
law and computer science. The panel’s aim is to uphold the approach set 
out in the original Privacy Act of 1974 for the treatment of statistical data 
but to recognize that, over time, new techniques have emerged that have 
changed non-PII statistical data as defined in the original law to PII because 
of the availability of auxiliary information. We are not the only ones to 
attempt to bridge these views. Nissim et al. (2016, p. 33) wrote:

Legal and computer science concepts of privacy are evolving side by side, 
and it is becoming increasingly important to understand how they can 
work together. The field of computer science can benefit from an under-
standing of legal thinking on privacy, and the legal field can similarly be 
influenced by computer science thinking. The influence of one discipline 
on another can be very valuable in the future. 

One way to resolve these two perspectives is simply to acknowledge 
that data that at one time may have been viewed as statistical data (i.e., 
non-PII data in the legal sense) are no longer statistical data. The practical 
consequence that follows from this acknowledgment is that the data must 
be protected in line with the higher standards typically associated with PII. 
And the acknowledgment has a further import: it establishes that the pri-
vacy status of data is dynamic over time, that datasets that are not individu-
ally identifiable today may in the future become individually identifiable.

There are at least two policy consequences of this acknowledgment. 
First, a determination that a dataset is statistical data should likely now 
include a date of certification that establishes when the data were deemed 
to be non-PII. Since it is a federal agency that is responsible for the manage-
ment of the data systems, the federal agency should likely be responsible 
for this certification. These determinations should be periodically reviewed 
as more auxiliary data and new techniques are developed.

Second, if one wishes to establish that a dataset will remain statistical 
data as long as one can foresee, it should be provably so. This characteriza-
tion can be seen in such data as water salinity on the Chesapeake: as the 
data never contain PII, there is no auxiliary information or technique that 
would make it PII at any time. 

IMPLICATIONS FOR FEDERAL STATISTICAL AGENCIES

To this point in the chapter, we have contrasted legal and computer 
science definitions of PII and emphasized that the common legal interpreta-
tion of the PII status of data is not a simple, invariant function. Rather, the 
PII status of a record is a dynamic feature, not a static feature, of a record. 
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Procedures to protect the privacy of individuals are therefore an ongoing 
responsibility of the holder of a record system, which, for federal statistics, 
will involve a federal agency. Thus, this section considers the implications 
for federal agencies of the dynamic features of record. 

This chapter represents a significant part of the panel’s assessment 
because when multiple record systems are combined, new issues of privacy 
protection may arise. Consider, for example, the case of a public-use file 
that is released by a statistical agency (agency A) for statistical analysis 
after careful attempts to anonymize the data. Now consider another record 
system with personal identifiers that has been kept totally confidential and 
in a program agency (agency B), never subjected to statistical analysis, and 
not released to the public. Since no information was ever disseminated from 
agency B, the work by agency A to protect the identity of the public-use 
file was not informed by the information held by agency B. If, however, 
the agency B dataset were combined with the dataset from agency A that 
generated the public-use file and statistical analyses disseminated on the 
combined set, the probability of re-identification of an individual in agency 
A’s dataset might be altered. 

In short, moving into a world in which multiple datasets are combined 
can change threats to privacy. In the next sections of this chapter, we exam-
ine other privacy and confidentiality laws that apply to statistical data, as 
well as the legal and policy issues that arise with linking records from dif-
ferent data sources. 

RECOMMENDATION 4-1 Because linked datasets offer greater pri-
vacy threats than single datasets, federal statistical agencies should 
develop and implement strategies to safeguard privacy while increasing 
accessibility to linked datasets for statistical purposes.

Other Laws Protecting Statistical Information

Administrative records systems on individuals are likely covered by the 
Privacy Act and subject to the permitted statistical uses described above. 
When statistical agencies use these records as a sampling frame for their 
surveys and append the survey data to that frame, the entire dataset is 
covered by the Privacy Act. In addition to the Privacy Act, federal statis-
tical agencies are subject to protecting the confidentiality of identifiable 
information that they collect or acquire by the Confidential Information 
Protection and Statistical Efficiency Act of 2002 (CIPSEA) and their own 
organic statutes. The confidentiality of Census Bureau data is governed by 
Title 13, Section 9, of the U.S. Code, which specifies that:
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(a) Neither the Secretary, nor any other officer or employee of the Depart-
ment of Commerce or bureau or agency thereof, or local government 
census liaison, may . . . 
(1) use the information furnished under the provisions of this title for any 
purpose other than the statistical purposes for which it is supplied; or 
(2) make any publication whereby the data furnished by any particular 
establishment or individual under this title can be identified; or
(3) permit anyone other than the sworn officers and employees of the De-
partment or bureau or agency thereof to examine the individual reports.
No department, bureau, agency, officer, or employee of the Government, 
except the Secretary in carrying out the purposes of this title, shall require, 
for any reason, copies of census reports which have been retained by any 
such establishment or individual. Copies of census reports which have been 
so retained shall be immune from legal process, and shall not, without 
the consent of the individual or establishment concerned, be admitted as 
evidence or used for any purpose in any action, suit, or other judicial or 
administrative proceeding.

Similarly, CIPSEA Subtitle A, Section 512, requires that data be used 
only for statistical purposes and not be disclosed in identifiable form with-
out consent:

(a) Use of Statistical Data or Information.—Data or information acquired 
by an agency under a pledge of confidentiality and for exclusively statisti-
cal purposes shall be used by officers, employees, or agents of the agency 
exclusively for statistical purposes. 
(b) Disclosure of Statistical Data or Information.—Data or information 
acquired by an agency under a pledge of confidentiality for exclusively 
statistical purposes shall not be disclosed by an agency in identifiable form, 
for any use other than an exclusively statistical purpose, except with the 
informed consent of the respondent. 

In addition to protecting PII, statistical agencies must protect identifi-
able information from businesses, schools, and health care providers, and 
many other organizations from which they collect or acquire data. Although 
the Privacy Act generally does not apply to these respondents, CIPSEA and 
the agency’s organic statutes do apply and impose strict requirements on 
agencies to ensure that they do not disclose identifiable information (e.g., 
see U.S. Office of Management and Budget, 2007). In addition, other laws, 
such as the Trade Secrets Act or exemptions in the Freedom of Information 
Act, may protect some of the information that statistical agencies collect 
from these organizations. 
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Record Linkage

As we discuss in Chapter 2, combining some data sources will likely 
involve using record linkage techniques to match records from two differ-
ent data sources on the same individuals or entities. These linkages could 
involve linking survey responses with administrative records, linking two or 
more administrative records sources, or linking private-sector information, 
such as credit reports or credit card transactions, to survey or administra-
tive data. 

Ivan Fellegi traced the field of record linkage methods to the 1960s, 
with three simultaneous developments: accumulation of large data files 
about businesses and individuals, new computing capabilities that enabled 
processing those files, and increased demand for more detailed informa-
tion. These developments simultaneously resulted in increased demands for 
privacy safeguards. He wrote about the development of linkage policy at 
Statistics Canada (Fellegi, 1999, p. 12):

As a society we did not want comprehensive population registers, largely 
because we did not want a large scale and routine merging of information 
contained in government files. But we did not want to rule out some merg-
ing for some well justified purposes. So, as a matter of conscious public 
policy, we made linkage very difficult. However, we allowed the develop-
ment of record linkage methodology for use in exceptional circumstances. 
The applications were indeed important, often requiring a high level of 
accuracy, so we refined the methodology, and also made it vastly more 
efficient. 

Statistics Canada (2017, p. 2) recently updated its directive on microdata 
linkage, which acknowledges the “inherent privacy-invasive nature of the 
activity” of record linkage and expects that (1) the linked data results in 
information for the public good, (2) confidentiality will be maintained 
and the information will be used only for statistical purposes, and (3) the 
linkages offer demonstrable cost or respondent burden savings over other 
alternatives, or are “the only feasible option to meet the project objectives.” 
The directive includes omnibus authority for linkages for specific purposes, 
which can include linking surveys or administrative data. 

In the United States, linking records has historically raised privacy 
concerns. The Computer Matching and Privacy Protection Act was enacted 
in 1988 as an amendment to the Privacy Act to create procedures to 
prevent any use of computer matching that could end program benefits 
without notifying individuals of the matching program or illegitimate uses 
of computer matching. Computer matching refers to the comparison of 
information that often includes PII data between two or more systems, 
which can be used between multiple agencies to ensure that federal ben-
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efits are distributed properly. For example, records from the Temporary 
Assistance for Needy Families program can be matched with information 
from the National Directory of New Hires to see if program participants 
have acquired a job and therefore are no longer in need of program ben-
efits. Computer matching on average has saved New York an estimate of 
$62 million annually (U.S. Government Accountability Office, 2014). But 
computer matching has also raised significant concerns about the protection 
of individuals. New York City recently sought to delete data about New 
Yorkers that could be used to prosecute immigration cases.8

The requirements of the Computer Matching and Privacy Protection 
Act do not apply to all federal agencies; exemptions include statistical or 
research purposes, law enforcement investigation, and some tax-specific 
matching, so this does not directly affect statistical agencies. Statistical and 
research exemptions are provided in 5 U.S. Code § 552a section 8, Records 
maintained on individuals: 

(B) but does not include— 
(i) matches performed to produce aggregate statistical data without any 
personal identifiers; 
(ii) matches performed to support any research or statistical project, the 
specific data of which may not be used to make decisions concerning the 
rights, benefits, or privileges of specific individuals. 

Consent for Record Linkage

In reviewing the privacy risks inherent in record linkage and discussing 
obtaining consent from respondents to link records, the U.S. Government 
Accounting Office (2001, p. 57) noted: 

The issue of consent to linkage derives from a core concept of personal 
privacy: the notion that each individual should have the ability to control 
personal information about himself or herself.

However, the report also stated that consent to linkage may not be neces-
sary (p. 58):

If certain safeguards are in place, such as review by a group with the in-
terests of the data subjects in mind or use of appropriate confidentiality 
and security protections. 

The original Fair Information Practices described above do not explic-
itly refer to consent for record linkage. A subsequent version of Fair Infor-

8 National Public Radio: “City Officials Go to Court to Protect New Yorkers with Munici-
pal IDs.” Available: http://www.npr.org/2016/12/20/506285207/city-officials-go-to-court-to-
protect-new-yorkers-with-municipal-ids [September 2017].
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mation Practices, set out by OECD in 1981, contemplates consent in two 
specific instances: (1) to allow the collection of personal information and 
(2) to use personal data for purposes other than those originally stated.9 
Recently, the U.S. Office of Management and Budget updated its Circular 
A-130 (U.S. Office of Management and Budget, 2016), “Managing Informa-
tion as a Strategic Resource,” which provides policies and requirements for 
federal agencies to follow for the management of federal information. This 
circular included the following “Fair Information Practices Principle”:10 

Individual Participation. Agencies should involve the individual in the 
process of using PII and, to the extent practicable, seek individual consent 
for the creation, collection, use, processing, storage, maintenance, dissemi-
nation, or disclosure of PII. Agencies should also establish procedures to 
receive and address individuals’ privacy-related complaints and inquiries.

This requirement seems to reflect the notion of individual control noted by 
the U.S. Government Accounting Office (2001).11 

In the United States, there is no uniform policy that guides consent 
requirements for linking records. Some statistical agencies are in depart-
ments that are signatories to the Common Rule for the protection of human 
subjects (45 CFR Part 46), while others are not. Under the Common Rule, 
organizations must have an Institutional Review Board (IRB) determine 
whether the risks to human subjects have been minimized and informed 
consent has been obtained. However, even federal statistical agencies sub-
ject to the Common Rule may receive a waiver from the IRB or may not 
be required to go through an IRB or obtain consent from respondents for 
linking data because of the strong confidentiality protections they have for 
data they collect or acquire. 

Currently, there are differences in policies and practices across statisti-
cal agencies regarding consent. For some surveys, including the National 
Health Interview Survey sponsored by the National Center for Health Sta-
tistics, interviewers ask respondents for explicit consent for record linkage. 
In contrast, the Survey of Income and Program Participation, sponsored by 
the Census Bureau, sends survey respondents an advance letter that states 

9 OECD Guidelines on the Protection of Privacy and Transborder Flows of Personal Data. 
Available: http://www.oecd.org/sti/ieconomy/oecdguidelinesontheprotectionofprivacyandtrans-
borderflowsofpersonaldata.htm [September 2017]. This elaborates the discussion in the panel’s 
first report.

10 Available: https://www.whitehouse.gov/omb/circulars_a130_a130trans4 [September 2017]. 
11 We note, however, that the individual participation principles in the OECD Privacy Guide-

lines (see fn. 9, above) do not address the issue of consent, but focus instead on the right of 
the individual to obtain information about the personal data that are held by others and to 
seek correction or deletion if requested. 

Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


LEGAL AND COMPUTER SCIENCE APPROACHES TO PRIVACY 77

the Census Bureau will obtain administrative records from other agencies 
and asks respondents to “opt out” if they don’t want this to occur:12 

To be efficient, the Census Bureau attempts to obtain information you may 
have given to other agencies if you have participated in other government 
programs. We do so because it helps to ensure your data are complete, 
and it reduces the number of questions you are asked on this survey. The 
same confidentiality laws that protect your survey answers also protect 
any additional information we collect (Title 13, U.S.C., Section 9). If you 
wish to request that your information not be combined with information 
from other agencies, we ask that you notify the field representative at the 
time of the interview.

The Census Bureau has a provision in the Privacy Act that permits it to 
receive identifiable information from other agencies (5 USC Section 552a(b)
(4)) for use in censuses, surveys, or other activities under Title 13 and does 
not need specific consent from the respondents to those censuses, surveys, 
or other activities. 

Whether a statistical agency requires consent for linkage can have 
implications for the quality of the resulting linked data. Surveys that require 
consent to link records have reported declines in the percentage of respon-
dents giving that consent, paralleling the decrease in response rates for 
surveys (Fulton, 2012; Kreuter et al., 2016). As with survey response rates, 
declines in consent rates do not necessarily introduce bias, but the poten-
tial for bias increases with declining consent rates. Bias in the linked data 
arises if there are differences between people who consent and those who 
do not consent. 

Because of the many new data sources available, including those in the 
private sector and from the Internet, further questions have been raised 
about the feasibility of asking for consent or what informed consent means 
when all the uses of these data cannot be known (see e.g., Barocas and 
Nissenbaum, 2014). There have been international efforts to produce a 
set of ethical principles and discuss governance, legal frameworks, and 
other key issues such as privacy, consent, and data sharing for research 
using these new forms of data (OECD, 2016). This work goes beyond the 
scope of this panel, but we believe that federal statistical agencies should 
be aware of and follow these efforts and adapt from them any policies and 
best practices that they believe would be appropriate. 

12 See https://www.census.gov/programs-surveys/sipp/information/sipp-faqs.html [September 
2017].
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Public Attitudes About Record Linkage

Public concerns about record linkage activities will need to be care-
fully monitored and addressed by federal statistical agencies as they move 
forward with combining multiple data sources. The New York Times13 
recently noted the public outcry in reaction to a decree from the French 
government to merge information from passports and identity cards into 
one large database containing photographs, names, addresses, marital sta-
tus, weight, and fingerprints. This database was to be used for identity veri-
fication, not statistical purposes, but there may not be a clear delineation 
between the two purposes in public perception. If publicity about record 
linkage leads to greater public mistrust, that mistrust can carry over to 
other aspects of the federal statistical system.

13 See http://www.nytimes.com/2016/11/11/opinion/the-risks-of-frances-big-new-database.
html?_r=0 [August 2017].
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5

Preserving Privacy Using Technology 
from Computer Science, Statistical 

Methods, and Administrative Procedures 

In this chapter we examine how statistical agencies implement the legal 
requirements described in Chapter 4 to protect the privacy of the data 
they collect or acquire. We also build upon the discussion from our first 

report regarding restricting data, restricting access, and using computer 
science and cryptography to protect the privacy of statistical data in the 
context of using multiple data sources (National Academies of Sciences, 
Engineering, and Medicine, 2017b, Ch. 5). We begin by drawing a dis-
tinction between two avenues of privacy breach in the context of statisti-
cal data analysis: (1) threats to the security of the raw data, and (2) the 
use of statistical findings, aggregations, and conclusions drawn from the 
confidential data to learn about an individual or organization. As in the 
previous chapter, we focus only on individual privacy breaches to the data 
providers: that is, breaches that could not have occurred if the individual’s 
or the organization’s data had not been in the confidential dataset. Infer-
ences based on facts about the population as a whole are not viewed as 
individual privacy breaches.

For each of the two avenues, we describe specific vulnerabilities and 
some of the technologies that address or mitigate these risks. We note some 
of the costs of privacy protection and discuss approaches for statistical 
agencies to begin to evaluate new technologies and methods for protecting 
privacy. It is important to note that the technologies and methods have dif-
ferent purposes in protecting data. In addition, some techniques have been 
used for a longer time in statistical agencies than others so their uses are at 
least partly understood; others are not in widespread use.
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TWO AVENUES TO A BREACH OF PRIVACY

There are two distinct avenues to an individual privacy breach: secu-
rity threats and inferential disclosure. Security threats comprise most usual 
concerns and occur in many ways. Most simply, there may be a data breach 
(e.g., someone breaks in or eavesdrops) or data loss (e.g., a laptop contain-
ing data is left on a train). Other, more deliberate, ways can involve data 
integrity problems (e.g., an outsider or an insider has tampered with the 
data, deleted it, or added spurious records) or bribery (e.g., an insider with 
authorized access sells data access or sells a copy of the data). There are 
also a variety of side-channel attacks, such as determining which data are 
accessed, and potentially the values of these data, based on physical mea-
surements—acoustical properties, power consumption—of the computing 
device and the time used to carry out certain steps of the computation. All 
of these are threats to the raw data, the individual records. 

 The second avenue to privacy breach is more subtle. As noted in Chap-
ter 4, this avenue involves being able to learn something about an individual 
in a dataset. This kind of breach is often referred to as inferential disclosure 
in the statistics literature, but this term is sometimes used in a very different 
sense. To avoid confusion, we use the term individual privacy breach. The 
concept is easily explained through an example. Suppose statistical analysis 
of a medical dataset shows that smoking causes cancer. The scientific con-
clusion of the study allows one to infer that any smoker is at increased risk 
of cancer. This is true whether or not the data of a particular smoker are in 
the medical dataset. So far, this is not an individual privacy breach—learn-
ing that smoking causes cancer was the point of the study. An individual 
privacy breach occurs when one can learn something about a participant in 
the study that cannot be learned about someone not in the study. 

For example, if the holders of the medical data were to release poorly 
“anonymized” individual medical records of the study participants and if 
it was possible to determine from the records, say, information about the 
date in which someone entered the study, it might be possible to learn spe-
cific details about the person’s medical history by tracing individual records 
back to the corresponding participants or through more mathematically 
subtle means. Surprisingly, individual privacy breaches can occur even 
when only simple statistics about the study participants are made public. 
Attacks on individual privacy can occur by combining the legitimate and 
correct outputs of a statistical analysis with auxiliary information from 
other sources—such as other studies (including replications), information 
people publish on their websites, previous measurements for the same 
area or population, product recommendations, blogs, social networking 
sites, and information one has about colleagues and peers—to learn facts 
about individual data providers that could not have been deduced had the 
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individual not contributed data. In other words, by definition, only data 
providers are at risk of inferential threats of privacy breaches. It is impor-
tant to note that these individual privacy threats persist even if all security 
threats are eliminated. 

Security Threats

Securing Data

Many security threats can be addressed by maintaining data in a secure 
form—partitioned or encrypted—which includes protection against data 
loss. Data loss can occur for many reasons. One is due to physical loss of 
the storage medium because of fire or flooding. To mitigate this danger, all 
data of value need to be backed up or replicated. Another reason for data 
loss is due to tampering, such as an unauthorized update being applied. 
Replication may be helpful in this case because an intruder is forced to tam-
per with multiple copies to install the update. However, computer security 
methods are much more likely to prevent tampering and intrusions in the 
first place. 

Security threats are also addressed by access protocols and technolo-
gies, such as multifactor authentication, to prevent unauthorized access to 
data. As described in Chapter 4, datasets may be protected by different 
laws, and access needs to be provided to only those people authorized to 
use the data, who are typically sworn under penalty of law not to disclose 
the information or use it for anything other than a statistical purpose. 
Administrative procedures, such as access lists, are used to ensure that 
only authorized users are permitted to log into particular sites and access 
particular data repositories. That is, specific users or Internet protocol 
addresses are safelisted (if allowed access) or blacklisted (if forbidden). 
Alternatively, rather than authorizing users, roles can be authorized, that 
is, access is controlled through a role-based access-control paradigm. In this 
approach, users having a given role are provided with access authorized 
for that particular role. However, it might be necessary to add a role-based 
context-constrained access control to guarantee that external constraints 
are additionally imposed on the data access.1 That is, while a role-based 
access-control paradigm provides capabilities based on roles, a role-based 
context-constrained access control accounts for additional context con-
straints, potentially externally extracted, imposed on the given role. For 
example, a public employee (a role) may be able to access a range of sensi-
tive government information about individuals to perform her job, but she 

1 This constraint is sometimes referred to as a context primitive. 
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would be prohibited from accessing such information on family members 
(contextual constraint). 

Unfortunately, data breaches still may occur, and so efforts have to 
be made to minimize their effects. Often, these breaches could be due 
to guessing or stealing a password from an authorized user rather than 
through a successful attack on a system’s defenses. As such, systems need 
to be designed to minimize the harm caused by any breach. Best practices 
in this regard include storing the data in encrypted form, so that an addi-
tional decryption step has to be performed by anyone who manages to get 
unauthorized access to the encrypted data. One such practice is storing the 
data in distinct partitions so that any one breach exposes only one partition 
rather than all the data. Another practice is breaking data into “shares” 
and storing the shares separately, so that reconstructing even a single data 
element requires obtaining most or even all of the shares.

Ideally, data are partitioned so that what is in any one partition is not 
particularly sensitive even if a combination of partitions contains very sen-
sitive data. A simple example is to have an identification (ID) to name and 
address mapping in one partition and an ID to income mapping in a second 
partition. Only by putting the two partitions together could an intruder 
learn the mapping between names and incomes.

In the case of statistics generated from multiple sources, it is possible 
that joined data across sources are far more sensitive than data in any 
one source. But the joined data may only be an ephemeral intermediate 
result, which is aggregated down to statistical products that can be made 
public. In such situations, it may be desirable to avoid ever storing the full 
granular joined data. Technology for secure multiparty computing could, 
in some situations, even permit a statistical agency to compute the desired 
aggregate result without ever actually learning all the detailed data in each 
of the data sources. 

Securing Computation

As we describe in Chapter 3, statistical analyses using multiple data 
sources can be accomplished in a wide variety of computing architectures. 
All (and, if possible, only) the data required for a given analysis or task 
could be copied to a single location (“centralized”) and retained only while 
needed for the statistical computations. This is an example of the general 
concept of principle of data minimization: security risks are mitigated both 
by constraining the scope of the collected information and the duration 
for which it is held. Indefinitely housing multiple data sources together 
exacerbates the risks of disclosure—there is more time for an adversary to 
find a successful attack—and it also presents a richer, and therefore more 
tempting, target. 
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At the opposite end of the spectrum, computation on multiple data 
sources can be decentralized: the data never leave their individual original 
locations, and the multiple locations engage in a cryptographic protocol to 
cooperatively compute the outcome of the statistical computations.2 The 
protocol ensures that no party to the analysis (i.e., none of the individual 
sources) learns about the data held by the other parties, other than what 
can be inferred from the output and the party’s own input. This kind of 
secrecy guarantee is easily illustrated with a simple example: suppose Alice 
and Bob wish to determine who read more books in the previous week, but 
they don’t wish to reveal how many books they read. Suppose further that 
both will engage in a cryptographic protocol for achieving this comparison 
without cheating—they are honest but curious (Goldreich, 2004). Say that 
Alice read seven books, and Bob read five. The output of the protocol sim-
ply says “Alice,” since Alice read more books than Bob. From this output, 
Bob can infer a little extra: he knows that Alice read at least six books, 
but he cannot determine whether Alice read seven books (reality) or 17 
books. Bob has learned no more than what can be determined from the 
output of the protocol (“Alice”) and his own input (five). This example also 
shows that what Bob can infer about Alice from the output of the protocol 
depends also on Bob’s own inputs. 

Cryptographic protocols of this type are instances of secure multiparty 
computation, also known as secure function evaluation. To study or imple-
ment secure multiparty computation, one needs to consider three factors: 

1. What types of bad behavior does the protocol need to protect 
against? Are the parties honest but curious? Might the parties devi-
ate from the protocol, either deliberately or if the host machine is 
invaded by a virus?

2. What fraction of the parties would need to collude to circumvent 
the protections of the protocol?

3. How many (total) parties are participating in the protocol?

The past decade has seen tremendous progress in secure multiparty 
computation for the two-party, honest but curious (also known as semi-hon-
est) case (see, e.g., the optimizations noted in Gueron et al., 2015). Secure 
versions of computations whose nonprivate versions require upwards of a 
trillion Boolean gates (the simplest computational element in a digital com-
puter) are now routine. In the future, it may become practical for a physical 

2 A cryptographic protocol permits two or more parties to cooperatively make decisions 
based on, or learn specifics about, the combination of their individual information, without 
explicitly revealing their information to one another.
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data warehouse to be replaced by a virtual data warehouse through secure 
multiparty computation and other advanced cryptographic technology. 

Whether in a centralized setting or at each individual data source, 
outsider threats should be reduced by encrypting data both at rest and in 
transit. Other cryptographic techniques are also available for ensuring that 
stored data have not been tampered with (memory checking). 

In the future, it is expected that advanced cryptographic techniques, 
for which proofs of concept already exist, will permit computation on 
encrypted data without the need to decrypt (Gentry, 2009; also see Canetti 
et al., 2017). Such technology can mitigate many of the concerns with 
centralization without the complexity of secure multiparty computation. 
In a related vein, proofs of concept also exist for encrypting data so as to 
permit only the results of certain prespecified computations to be decrypted 
without a special key (Boneh et al., 2010). Although they are not yet 
mature, these emerging technologies would be powerful enablers of securely 
combining multiple data sources in both centralized and decentralized 
settings. Using current statistical techniques, analysts often examine data, 
for example, to identify outliers and data errors. If and when these pro-
cesses can be described in algorithmic terms, they too could be carried out 
using advanced cryptographic techniques. Other analytical goals, such as 
assessing whether or not there are sufficient numbers of cases of interest to 
support conclusions, can already be achieved using current cryptographic 
techniques. 

Modern cryptography is founded on the principle that certain kinds 
of computational problems are too complex to be carried out in practice. 
For example, encryption systems require fast algorithms for encrypting 
data and fast algorithms for decrypting encrypted messages with the help 
of the secret decryption key, but the systems also require that there is no 
practical algorithm that would allow someone intercepting the encrypted 
message to decrypt it without the secret key. In other words, decrypting 
(without the secret decryption key) is computationally hard. The famous 
RSA cryptosystem,3 for example, rests on the assumption that factoring a 
number, n = pq, where p and q are large primes, is computationally hard.

In cryptography, algorithms (e.g., for encryption) are often modeled as 
“black boxes” whose internal states and inputs—such as secret keys and 
(intentionally) random bits—are not visible to an adversary. Algorithms 
can then be proven to be secure under various assumptions about the 
hardness of certain computations, such as factoring. This is not the end 
of the story, however. The algorithms are often run in poorly secured set-
tings, and “side-channel attacks” can exploit the physical properties of the 

3 A system in which the encryption key is public and different from the decryption key, which 
is kept private. It is named after the three authors who first described it. 
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devices on which the cryptographic algorithms are running. The physical 
implementation might enable “leakage” of the internal state of the algo-
rithm, which is defined as observations and measurements of the internal 
characteristics of a cryptographic algorithm, including random choices 
made by the algorithm and secret keys, such as a decryption key for an 
encryption algorithm. For example, the RSA encryption algorithm requires 
a series of operations that depend on the individual bits in the secret key, 
but the operation associated with “0” is faster than the operation associ-
ated with “1.” There are also differences in the levels of power consumed 
by the two operations. Attacks exploiting these differences can and have 
broken systems with a mathematical security proof without violating any 
of the underlying mathematical principles; for timing attacks, see Kocher 
(1996); for differential power analysis, see Kocher et al. (1998); for acoustic 
cryptanalysis, see Genkin et al. (2013). However, there is leakage-resilient 
cryptography that defends against such attacks; see Akavia et al. (2009) and 
Goldwasser and Rothblum (2010). 

Other security threats arise if algorithms are run on untrusted servers or 
in the cloud. For example, one may have a large amount of sensitive data, 
such as genomic data, stored on the untrusted server. Even if the data are 
encrypted, the server can observe data access patterns, potentially allow-
ing the server to infer which medical test is being applied to the genomic 
data. Or, consider a program that tests a given location in the DNA and 
branches according to whether the value is a “C” or a “T.” That is, the 
program examines the data to see if it is a “C” or a “T” and, according 
to the output, proceeds with one of two possible computations. Suppose 
further that these two computations access data stored in different parts 
of the computer memory. Then, an untrusted server may be able to infer 
from the program’s data access pattern which of the two possible compu-
tations was carried out, allowing inference of the correct protein, “C” or 
“T.” These kinds of threats are addressed in the oblivious random access 
machine literature (Goldreich et al., 1987; Wang et al., 2015).

Even if a server is trusted, for example, in certain cloud computing 
environments, information can pass from one application to another run-
ning on the same server in what is known as a cross-VM (virtual machine) 
attack. A VM operates as a complete computer system, providing the com-
plete functionality of a computer. Virtualization permits unrelated programs 
to be run simultaneously on a single computer, allowing multiple comput-
ing environments to behave as if each is run in isolation. Services, such as 
Microsoft’s Azure, Google’s Compute Engine, and Amazon’s EC2, allow 
users to instantiate VMs on demand. As a result, VMs instantiated by dis-
tinct cloud customers share a physical infrastructure. In a cross-VM attack, 
a malicious program on one VM can learn information about co-resident 
instances. For example, (time-shared) caches allow an attacker to measure 
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when other instances are experiencing computational load. Leaking such 
information is less innocuous than it appears, permitting “co-residence 
detection (agnostic to network configuration), surreptitious detection of the 
rate of web traffic a co-resident site receives, and even timing keystrokes 
by an honest user (via SSH) of a co-resident instance” (Ristenpart et al., 
2009, p. 9). 

Risks from “inside jobs” are also problematic, although these too can 
be mitigated, for example, with untamperable and auditable logs and pos-
sibly with cryptographic copyright protection methods to discourage selling 
the data or access to the data. 

Of the two classes of risks—security and individual privacy—the for-
mer is better understood. Altman and colleagues (2015, p. 28) note that 
the formal guidance agencies are given for analyzing and mitigating related 
information security risks is “voluminous, proscriptive, specific, actionable, 
frequently updated, and integrative into systems of legal audit and certifica-
tion.” In contrast, the guidance for identifying and mitigating individual 
privacy risks is “general, abstract, infrequently updated, and self-directed,” 
which can often lead to “inconsistent identification of privacy risks and 
ineffective application of privacy safeguards” (p. 28). 

Modern cryptography has studied aspects of security problems in 
detail, starting in the late 1970s (see Diffie and Hellman, 1976; Rivest et 
al., 1978) with a rigorous theory beginning in the early 1980s (Goldwas-
ser and Micali, 1982; Goldwasser et al., 1988). The science of inferential 
disclosure risk dates back to the 1970s (see Fellegi, 1972), but a rigorous 
theory of privacy loss began only in the mid-2000s (Dwork, 2006; Dwork 
et al., 2006). The widespread availability of auxiliary information in the 
Internet age, together with the availability of vast computational power 
even in a single laptop, completely transformed the landscape of security 
and privacy, giving substance to what had previously been considered 
merely theoretical threats. 

In summary, if one pictures a system for statistical analysis of confiden-
tial data as having the data and all computing devices operating on these 
data in a vault, with only the results of the analyses emanating from the 
vault, then security threats are the moral equivalent to breaking into the 
vault. These threats range from the physical security of the data—from fire, 
floods, theft of storage devices—through more esoteric information chan-
nels, such as analysis of very fine-grained time and power analysis consump-
tion profiles of computations and data accesses. Security threats can often 
be addressed by appropriate use of back-ups and cryptographic techniques.
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Inferential Disclosure: Threats to Individual Privacy

Attacks on individual privacy use legitimately obtained statistical find-
ings, aggregations, and conclusions drawn from confidential data to obtain 
information about an individual or organization. As in Chapter 4, we focus 
here only on individual privacy breaches to the data providers—that is, 
breaches that could not have occurred had the individual’s or organization’s 
data not been in the confidential dataset. Inferences based on facts about 
the population as a whole are not viewed as individual privacy breaches.

Different adversarial goals may require different resources, so to fully 
specify an attack, one also has to specify the resources to which the adver-
sary has access. Examples of resources include computational capabilities 
and additional, or auxiliary, information that cannot be obtained by inter-
acting with the dataset. Examples of useful auxiliary information might 
be personal details about an individual known, for example, to a sibling 
or coworker, such as the approximate dates on which one has watched a 
few movies on Netflix (Narayanan and Shmatikov, 2008) and blog entries 
describing a favorite recent purchase (Calandrino et al., 2011). 

Re-identification and De-anonymization

The technical literature and popular press frequently refer to re-
identifying data. Such references refer to an approach to privacy protection 
in which individual data records, containing explicit identifying informa-
tion, have presumably been de-identified or anonymized, and re-identifica-
tion refers to reversing this step, tracing an individual record back to its 
human source. Thus, in a re-identification attack, the goal of the adversary 
is to trace an individual record to its source. While re-identification may 
seem difficult for those who do not have access to the underlying data, that 
is not the case: anyone looking at supposedly de-identified data who is also 
in possession of auxiliary information about a member of the dataset may 
well be in a position to re-identify. One example is linking public records, 
such as voter registration rolls, with de-identified data (Sweeney, 1997; 
Narayanan and Shmatikov, 2008). Indeed, the richer the dataset, the greater 
the set of possibilities for useful auxiliary information, and a host of results 
suggest that de-identified data are either not de-identified or no longer can 
serve as data. In the words of the President’s Council of Advisors on Science 
and Technology (2014, p. 38):

Anonymization of a data record might seem easy to implement. Un-
fortunately, it is increasingly easy to defeat anonymization by the very 
techniques that are being developed for many legitimate applications of 
big data.
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We now turn to privacy attacks that can be launched against collections 
of statistics. We formalize the computational model for interacting with a 
dataset. In this model, a data analyst can be viewed as the adversary, for 
several reasons. First, this approach fosters the democratization of statisti-
cal research, in theory permitting anyone—a journalist, a concerned citizen, 
a lawyer in a class action lawsuit—to analyze data. Thus, the computa-
tional model does not need to understand the motives of those accessing 
the data and how their different goals might interact. Second, it recognizes 
that even the best intentioned data analysts may fail to understand the 
privacy risks inherent in their own statistical analyses. Third, the approach 
captures the fact that the choice of measurements selected that is based on 
exploratory data can result in a privacy breach.4 For example, suppose the 
dataset contains detailed demographic information about individuals and 
their charitable contributions. Suppose further that a member of a specific 
demographic group is an extremely generous outlier. The analyst, intrigued 
by the data of the outlier, may choose to examine the correlation between 
membership in this specific demographic group and charitable donations. 
Thus, the choice of measurement (correlation between group membership 
and charitable donation) depends on the data of a specific individual in the 
dataset, which has the potential to result in an individual privacy breach 
when combined with other sources of information. Finally, data analysis 
results in observable actions, such as the publication of statistics and tech-
nical papers describing the findings. Taken together, statistics and findings 
obtained by multiple perfectly trustworthy data analysts can, in combina-
tion, compromise privacy. 

The problem, then, is how to permit analysts to carry out their work 
while at the same time understanding that they may be (intentionally or 
otherwise) a privacy adversary. One solution is for raw data to be hidden 
from the data analyst, whose access is restricted to repeatedly posing a 
“query” and receiving a possibly noisy response. Here the word “query” 
means a function, an algorithm, or a statistical estimation that takes data 
as input and produces a numerical or categorical output. The noise comes 
from randomness introduced by the query-answering mechanism, which 
is introduced in order to protect privacy. Sometimes, the data themselves 
are altered prior to analysis. This is a generalization of the well-known 
randomized response technique developed in the 1960s to facilitate survey-
ing of embarrassing or even illegal behavior (Warner, 1965; Erlingsson et 
al., 2014; Apple, 2016). In this approach, the query-answering mechanism 
receives data for which privacy has already been “rolled in” through the 

4 Exploratory data analysis, in which the questions asked depend on the data themselves, 
has other problems, such as overfitting a model to the dataset, meaning that the model does 
not generalize to the population from which the data were drawn. 
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randomization process. Often, the data remain unaffected prior to the 
analysis: that is, the query-answering mechanism has access to the raw, 
unadulterated data. The queries may be specified ahead of time, for exam-
ple, when a government agency decides on a set of tables to release and 
the statistical estimates themselves have added noise. Alternatively, given 
a specified set of quantities of the dataset to be revealed—such as means 
and variances—while preserving privacy, synthetic data may be generated 
whose approximate means and variances (and other prespecified quantities) 
closely match those of the original dataset. That is, a synthetic dataset can 
be constructed from existing records on the basis of statistical models that 
induce noise in statistics relative to those from the original data. 

We next turn to queries of the form, “What fraction of the records in 
the dataset satisfy property P?” These are called fractional counting queries 
or statistical queries. For example, in a database containing information 
about people’s height, weight, and age, a statistical query might ask, “What 
fraction of the members of the dataset are over 6 feet tall?” The mechanism 
might compute the true answer to the query and produce as output the sum 
of the true answer and some random noise. Thus, the mechanisms need 
only to provide approximate answers to these queries. This approximation 
is a source of “inaccuracy.” Of course, there are many sources of inaccuracy 
in statistics based on sample surveys, such as sampling error. Probability 
sampling techniques provide the ability to measure the nature and extent 
of uncertainty in inferences to the full population. So too with the privacy-
enhancing statistical techniques described here. When the inaccuracies are 
systematic and well behaved, they can be addressed with statistical tech-
niques. This is an important point: many privacy-enhancing techniques 
introduce errors to protect individual privacy. When this is done using ad 
hoc and secret techniques, the data analyst cannot compensate and can-
not, for example, form correct confidence intervals. In contrast, when the 
randomization is done using publicly known techniques, a statistician can 
understand the extent of uncertainties in estimates from the data.

Deliberately introducing inaccuracies is necessary because failure to do 
so while providing estimates from statistical analyses results in vulnerability 
to several kinds of attacks on individual privacy. We next describe two of 
these: reconstruction and tracing attacks.

Reconstruction Attacks

Suppose each data record contains a good deal of nonprivate identi-
fying information and a secret binary digit (bit), one per individual, for 
example, indicating whether or not the individual has one of the genes 
associated with Alzheimer’s disease. The goal in a reconstruction attack is 
to determine the secret bits for nearly everyone in the dataset. Reconstruc-
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tion attacks succeed, for example, if an adversary can reconstruct the secret 
bits for all but 1 percent of the records in the dataset.

Reconstruction attacks can be launched against a subset of the rows of 
a dataset, for example, on the members of an extended family (e.g., par-
ents, children, grandparents, cousins) by proper formulation of the query, 
such as: “Among the rows in the dataset corresponding to members of the 
extended family F, what fraction correspond to people over 6 feet tall?”

There is now conclusive research showing that any mechanism pro-
viding overly accurate answers to too many counting queries (like the 
computation of related percentages) succumbs to a reconstruction attack. 
This collection of results is known informally as the fundamental law of 
information recovery (or reconstruction). In fact, there is a single attack 
strategy that succeeds against all such overly accurate answering of too 
many queries. Here, “too many” is quite small: only n queries are required, 
where n is the size of the set under attack (which can be as large as the 
whole dataset or as small as the extended family F). “Overly accurate” 
means having error on the order of the square root of N, the size of the set 
under attack.5 In fact, when n is very small, it is possible to launch a simple 
attack requiring 2n queries; in this case, the attack works even if the noise 
is on the order of n itself.6 For example, 11 billion estimates are produced 
from the American Community Survey; it is worth considering the possibil-
ity that these estimates can be used to carry out a reconstruction attack on 
some portion of the respondents. 

Tracing Attacks

Reconstruction represents success on the part of the adversary, or, 
conversely, failure of a privacy mechanism. Tracing—that is, determining 
whether or not a specific individual is a member of a given dataset—is 
a much more modest adversarial goal: there are settings in which trac-
ing attacks are possible, but reconstruction attacks are provably impos-
sible. Tracing entered the public consciousness when a group of genomics 
researchers showed how to use allele frequency statistics in a genome-
wide association study, together with the DNA of a target individual and 
allele frequency statistics for the general population (or a control group), 
to determine the target’s presence or absence in the study (Homer et al., 
2008). In response, the National Institutes of Health and the Wellcome 
Trust changed the access policy to statistics of this type in the studies they 

5 One can think of this as errors on the scale of the sampling error in an opinion poll. An 
attack requires polling large and overlapping subgroups of the dataset and combining the 
results in clever fashion.

6 For a survey of reconstruction results, see Dwork et al. (2017). 
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fund (see Dwork et al., 2017, for a survey of tracing results; also see further 
discussion below).

INFERENCE CONTROL TECHNIQUES 

Previous National Research Council studies (2005, 2007) have exam-
ined techniques and approaches agencies have used for protecting the 
confidentiality of data while providing access to researchers, and these are 
briefly described in the panel’s first report (National Academies of Sciences, 
Engineering, and Medicine, 2017b). In this section, we elaborate on that 
discussion with additional perspectives and frameworks for protecting data 
as a foundation for our discussion of implications and next steps in the 
final section of this chapter. Specifically, we review the major approaches 
that statistical agencies have used, including applying statistical disclosure 
limitation methods and perturbing the data and creating synthetic datasets 
for analysis, as well as noting the weaknesses of these approaches. We 
also review different approaches that limit access to data depending on its 
sensitivity and that require researchers to go to data enclaves in order to 
analyze the data. We conclude the section with a discussion and review of 
differential privacy and its potential to meet the needs of statistical agencies. 

Statistical agencies and their contractors currently use a variety of 
statistical disclosure control techniques to attempt to protect the confiden-
tiality of respondents’ information (for a summary, see Federal Commit-
tee on Statistical Methodology, 2006). Many of them are combinations 
of techniques. Typical methods used in statistical disclosure control (see 
Hunderpool et al., 2012; Karr and Reiter, 2014; Skinner, 2009) include 

•	 only releasing information at high levels of aggregation; 
•	 top- or bottom-coding data, by reporting an income of say,  

$150,000 for all respondents with incomes higher than that figure;
•	 swapping data, in which variables from pairs of different records 

are interchanged;
•	 adding noise to individuals’ responses or to computed statistics; 

and
•	 creating synthetic data, in which models fit to the real data are used 

to generate artificial data that are then released.

Many statistical agencies or their contractors also have disclosure 
review boards, which review data products—including tables, reports, and 
microdata—prior to release to ensure that the releases do not reveal any 
information about respondents. The Census Bureau provides instructions to 

Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


92 FEDERAL STATISTICS, MULTIPLE DATA SOURCES, PRIVACY PROTECTION

program managers and a checklist to complete and submit to its disclosure 
review board.7 

De-identification Through Perturbing the Original Data

“De-identification” typically refers to a situation in which there is a 
collection of records, each essentially belonging to or being about a specific 
individual. In this technique, certain data fields in an individual record are 
eliminated, coarsened, or otherwise modified, leaving the remaining fields 
untouched (or perhaps more lightly modified). De-identification does not 
prevent linkage attacks, in which a second database is used as auxiliary 
information to compromise privacy in the first database. This type of 
attack is at the heart of the vast literature on hiding small cell counts in 
tabular data (cell suppression). Naïve de-identification resulted in perhaps 
the world’s most famous linkage attack, in which the medical records of 
the governor of Massachusetts were re-identified by linking voter registra-
tion records to anonymized Massachusetts Group Insurance Commission 
medical encounter data, which retained the date of birth, gender, and ZIP 
code of the patient (Sweeney, 1997). Sweeney proposed an antidote, known 
as k-anonymity. In k-anonymity, a syntactic condition requires that every 
“quasi-identifier” (essentially, a combination of nonsensitive attributes) 
must appear at least k times in the published database if it occurs at 
all. This can be achieved by coarsening attribute categories, for example, 
replacing 5-digit ZIP codes with their 3-digit prefixes. In addition to poten-
tially being hard to compute (in the sense discussed above), the choice of 
category coarsenings may reveal information about the database. That is, 
had the data been different, the coarsenings chosen would have been dif-
ferent, thus the choice itself may constitute an individual privacy breach. 
Perhaps more concerning is the fact that if a given individual is known to 
be in the dataset, then k-anonymity permits an attacker to narrow down to 
a set of the size of no more than k the set of records possibly corresponding 
to the individual. If, for example, all k of these records share a diagnosis, 
then the individual necessarily received this diagnosis. Difficulties of this 
sort led to a series of works and additional syntactic constraints on anony-
mized datasets (Machanavajjhala et al. [2006] on l-diversity; Xiao and Tao 
[2007] on m-invariance; Li et al. [2007] on t-closeness). 

In general, syntactic conditions may fail to capture the semantics of pri-
vacy: that is, suppressing and aggregating various data fields is not formally 
tied with a mathematical definition of privacy. The methodological problem 
with syntactic considerations is understanding when these syntactic condi-

7 See https://www.census.gov/srd/sdc/wendy.drb.faq.pdf and https://www.census.gov/srd/sdc/
drbchecklist51313.docx [August 2017].
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tions protect against individual privacy breaches. It is also important to 
note that the damage done to the data in the anonymization process can 
completely destroy utility (Brickell and Shmatikov, 2008).

Synthetic Data

Using synthetic data is an approach to privacy protection in which 
a model is first specified and estimated from the data and then fictitious 
samples are generated according to the model (Reiter and Raghunathan, 
2007; Rubin, 1993).8 For example, if one assumes the data are drawn from 
a normal distribution, one learns from the data a mean µ and a variance 
s2 and then generates random samples drawn from the normal distribution 
N(µ,s2). These random samples are assembled into a dataset that is publicly 
released. The Census Bureau has released synthetic datasets for the Survey 
of Income and Program Participation linked to Social Security income 
records (Benedetto et al., 2013) and the Longitudinal Business Database 
(Kinney et al., 2011). 

Although at first glance this approach appears to protect privacy—after 
all, only random noise is released—the parameters µ and s2 themselves 
leak information about the original dataset. Synthetic data do not protect 
privacy merely by virtue of being synthetic; the process by which they are 
generated must also be protective.9 Another limitation is that synthetic data 
can tell no more about a dataset than can be encapsulated by the model. 
The model provides assurance that a class of models, which are distinct 
from those used in generating the synthetic datasets, can be estimated 
with expected statistical error properties. Furthermore, in order to obtain 
estimates of the added uncertainty of statistical values arising from the 
synthetic generation of data, multiple synthetic datasets are often gener-
ated, complicating the statistical estimation and, potentially, increasing risk 
of privacy loss.

Weaknesses of Statistical Disclosure Limitation Methods

Although the methods discussed may protect the data against some 
attacks, they cannot be guaranteed to protect the privacy of respondents, 
and they all negatively affect the utility of the data for researchers (see, 
e.g., Reiter, 2012). As argued above, aggregated tables can be assembled 

8 Synthetic data is a general term. The model-based, multiple imputation approach of Rubin 
(1993) and others is one way to create synthetic data; other approaches can be found in the 
differential privacy literature.

9 See, for example, https://obssr.od.nih.gov/synthetic-data-protecting-data-privacy-in-an-era-
of-big-data/ [August 2017].
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to provide information about ever-smaller segments of the population. 
As noted above, 11 billion estimates are published every year from the 
American Community Survey, with the data sliced and diced on multiple 
dimensions for many different geographic areas (see Hedrick and Weister, 
2016). An adversary can assemble different statistics to learn about indi-
viduals in the dataset. Data swapping can distort multivariate relationships 
in the data and result in unusual patterns, for example, if the income of 
a fast food worker is swapped with that of a neurosurgeon (although in 
practice restrictions would be placed on preserving certain univariate and 
multivariate relationships while swapping). Synthetic data convey only the 
information in the model used to generate them, and that information can 
be disclosive. In addition, synthetic data cannot be used to discover any 
information not in the model, and it might therefore be questioned why 
one would not just publish the model.

Approaches for Tiered Access

In addition to the methods described above, the other major approach 
statistical agencies use to protect the privacy of data is to restrict access 
to and use of the data with legally binding contracts and administrative 
procedures. Given the different levels of legal protection for different data 
(see Chapter 4), there have also been efforts to tailor the protections for 
a particular dataset to the sensitivity of the information and the potential 
harms that could result from disclosure. Sweeney and her colleagues (2015)
have “tagged” data with different grades of security measures needed to 
access the data (see Box 5-1). By using a tiered access system, data are able 
to be matched with appropriate privacy control techniques. By using tiered 
access systems, organizations are able to grant different levels of access 
based upon the merit of individuals using the data for research. 

Altman and colleagues (2015) elaborate on several privacy controls, 
including procedural, technical, educational, economic, and legal means, 
and they note how these can be applied throughout the information life 
cycle of collection/acceptance, transformation, retention, access and release, 
and post-access (see Box 5-2 and Table 5-1). Their approach to tiered access 
is to evaluate identifiability against potential harms from uncontrolled use 
of the data (see Figure 5-1). In the lowest risk category, data that are not 
harmful or could result in minor harm would be available for public use. 
The next tier, either data that contain identifiers but are not harmful or 
data that are de-identified that could result in significant harm, would be 
de-identified and require additional steps, such as consent and terms of 
service. The final two tiers cover data that could result in major harms and 
would work in similar ways, involving formal application and data use 
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BOX 5-1 
Datatagging: Example

The datatag system (Sweeney et al., 2015) was created to maximize data 
sharing while minimizing risk of harm from sensitive information. Through the 
notion of datatags, data are allowed to be accessed and handled with different 
security and credential measures. The system contains six different grades of 
security described by numbers or colors, from one (blue) to six (crimson), where 
one contains the least sensitive information.

•	 	A blue datatag (one) requires no access credentials to access. The data 
typically do not contain any personal information. Examples include non-
personal research data that has already been published and public-use 
files. 

•	 	A green datatag (two) is for controlled public data. These data can be ac-
cessed by the public with minimal agreement, but access often requires 
verification, similar to providing a valid email address. 

•	 	A yellow datatag (three) is the first level for which a data use agreement 
is required. This agreement often is in click-through form, and a password 
and approval are required in order to access data. This is also the first 
stage at which data are encrypted when transmitted. 

•	 	An orange datatag (four) is the first level for which a written signed 
agreement is required for data access. At this stage, the data are also 
encrypted in storage. 

•	 	A red datatag (five) usually requires two-factor authentication for access, 
such as a phone number and email address. 

•	 	A crimson datatag (six) is similar to a red datatag, except data are multi-
encrypted in storage.

 
There are multiple methods to determine at what level data should be 

tagged. One possibility includes having an interview with a panel, such as an Insti-
tutional Review Board, which includes privacy experts. It is also possible to have 
automated data tagging by computer programs. It is recommended to have some 
sort of human-assisted approaches in combination with computer techniques, 
however, to tag data. Sweeney and colleagues (2015) draw a comparison with 
TurboTax, in which a user goes through a series of “yes” or “no” questions for most 
determinations while experts are available to address questions. 
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agreements. The most sensitive data would be held in enclaves and require 
strict data logs, as major harms could result if the person was identified. 

Data Enclaves

Federal statistical agencies provide access to some microdata files 
through the Federal Statistical Research Data Centers (FSRDCs).10 In these 
controlled environments, researchers can conduct statistical analysis on spe-
cific datasets for their approved projects. Prior to being permitted to use an 
FSRDC, researchers are required to go through screening and training on 
preserving the confidentiality of the data and are sworn to protect the data, 
with criminal penalties for disclosure. Researchers seeking to link external 
data to data in the FSRDC must provide the data to the Census Bureau, 

10 See https://www.census.gov/fsrdc [August 2017].

BOX 5-2  
Privacy Control Techniques: Example

In trying to create a new privacy framework for government data, Altman 
and colleagues (2015) delineated five different privacy controls that are available 
to policy makers: procedural, technical, educational, economic, and legal. These 
privacy controls can also be used in conjunction with five stages of data use: 
collection and acceptance, transformation, retention, access and release, and 
post-access (see Table 5-1 for more information). 

1.  Procedural controls involve internal procedures, such as implementation 
notices, creating inventories, or vetting internal or external access to an 
organization’s database. Across data life cycles, examples of procedural 
means include data minimization and access controls. 

2.  Technical controls are defined as statistical methods, computational 
methods, and human factors analysis. Examples include synthetic data, 
encryption, and differential privacy. 

3.  Educational controls include providing information to data subjects, col-
lectors, controllers, and recipients about privacy practices and risks. Tech-
niques that can be used for education include notices and transparency.

4.  Economic controls include any intervention intended to change the eco-
nomic incentives of stakeholders, such as fees to access data, provision 
of insurance, and property rights agreements. 

5.  Legal controls ensure data are properly protected through legal rights 
among stakeholders. Legal means can include data rights, terms of ser-
vice, and civil or criminal punishment.
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which does the linkage. No data are brought into or out of the FSRDC 
itself because the hardware used is a thin client, which is built for remote 
access to a server, with a virtual private network. Researchers can use a 
variety of statistical software, but procedures that would permit viewing 
individual records are disabled. No results are permitted to be taken out-
side of an FSRDC until they have gone through disclosure review. Similar 
procedures are used at other data enclaves (see Box 5-3). There have been 
no known security breaches of these secure enclaves; however, the limited 
access can make it difficult to replicate the research from their use (Altman 
et al., 2015). 

Differential Privacy

Differential privacy is a definition of privacy tailored to the statistical 
analysis of large datasets. Differential privacy precisely captures the dif-
ference between learning about an individual in the dataset and learning 
about a population (as represented by a dataset) as a whole. Differentially 
private algorithms ensure that the only possible harms are group harms: 
the outcome of any analysis is almost equally likely independent of whether 
any individual joins, or refrains from joining, the dataset. If the same output 
occurs whether or not a particular person is in the dataset, then that person 
cannot suffer any privacy loss. 

This seems paradoxical. If the behavior of the algorithm is the same 
even when one changes the data on which it is operating, how can one 
understand the results? The answer to the seeming paradox is through the 
careful introduction of randomness into the computation. For example, 
if 52 percent of the population supports a candidate and one randomly 
samples a large number of people in the population, one can expect that 
the fraction of the sample supporting the candidate will be close to 52 per-
cent. The sampling process introduces randomness in the answer, but the 
answer is still very likely to be roughly the same, as long as the privacy loss 
parameter is relatively small. 

Differential privacy is a property of an algorithm, not an output of the 
algorithm. Differentially private algorithms are randomized, meaning that 
they intentionally introduce randomness into the computation and there-
fore the statistical estimates produced. Randomness is used in essentially 
all cryptographic algorithms: for example, randomness is used in choosing 
secret keys for digitally signing documents; the fact that they are generated 
randomly for each signer is what makes them secret, preventing forgeries. 

In looking at differential privacy, one also needs the concept of adja-
cent datasets: x and y are adjacent datasets if one is contained in the other 
and the larger one contains exactly one additional record. For example, 
the records in the dataset might be individual hospitalization histories: the 
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larger dataset will contain the hospitalization history of exactly one addi-
tional person. Differentially private algorithms ensure that the probability 
of any event is essentially equally likely when the algorithm is running on 
adjacent databases. “Essentially equally likely” is measured by a privacy 
loss parameter, usually denoted as epsilon, e. Smaller values of e give better 
privacy protection than larger values. 

Think of e as a small number, say, 0.01. Let U denote the universe of 
theoretically possible data records. Formally, letting M(x) denote the result 
when algorithm M is run on database x, one can define differential privacy 
as follows (Dwork et al., 2006): a randomized algorithm M:U*→	Range(M) 
is e-differentially private if for all adjacent datasets x,y and all events S ⊆ 
Range(M), we have Pr[M(x) ∈ S] ≤ ee Pr[M(y) ∈ S]. When e is small, ee ≈	
1+ e. In this case, Pr[M(x) ∈ S] ≤ (1 + e) Pr[M(y) ∈ S], meaning that the 
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FIGURE 5-1 Privacy controls needed given the identifiability of the data and the 
expected harm from uncontrolled use. 
SOURCE: Adapted from Altman et al. (2015, p. 2046). 
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two probabilities are nearly equal. The definition says that the probability 
of M observing any output is nearly equal, independent of whether the 
database is x or y. 

For example, suppose x is a database of medical records and y is the 
database consisting of x and the data of one additional person, “George.” 
Assume that M is an algorithm for computing correlations between the pol-
lutant in a small town and chronic bronchitis. Now, George is in y but not 
in x. Thus, the output M(x) is not “about” George since his data were not 
inputs to M. Note, however, that since M might be about people in general, 
it can have implications for George. For example, it could be used to inform 

BOX 5-3 
The Five Safes Framework: Example

The five safes framework was developed by the data service in the United 
Kingdom and is used in many research labs, including the country’s Office for 
National Statistics and the Administrative Data Research Network (Administra-
tive Data Research Network, 2017). The purposes of the five safes are to have 
protections at different levels to minimize the risk of sensitive and confidential data 
being used incorrectly. The five safes are safe projects, safe people, safe settings, 
safe data, and safe outputs.

Safe projects: Researchers submit proposals that must be approved in 
order to begin research. A proposal must meet a public good criterion and must 
hold a certain amount of value in order to receive acceptance. 

Safe people: Once a project is approved, researchers must explain why 
they are suitable for data access, must be affiliated with a respected academic 
institution, and must sign a user agreement for data use. They must complete 
a mandatory training course about the legal and ethical use of confidential and 
sensitive data, statistical disclosure control, and using the secure labs.

Safe settings: After training, researchers can access data only through safe 
settings, such as remote access through Citrix secure remote access technology, 
technology that is currently used by both military and banking sectors. Ethical 
hackers are employed in order to test the security of the servers, in order to en-
sure that unauthorized access to data is as limited as possible.

 Safe data: Safe data attempts to limit disclosure risk of the data as much 
as possible. Due to all previous precautions, data at this stage are the most 
vulnerable for re-identification. Therefore, no data are able to be taken out of the 
safe settings. 

Safe outputs: After using data, researchers cannot take any results out of 
the safe settings without statistical disclosure techniques being applied to the 
output to reduce the risk of re-identification. 

All of the five safes aim to maximize researcher access to important data 
while preventing certain forms of individual privacy breaches or threats.
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a doctor of basic scientific information that will be useful in diagnosing 
George’s respiratory difficulties. Differential privacy ensures that when the 
algorithm M is run on database y (which does contain George’s medical 
record), essentially nothing more is learned about George than was learned 
when M is run on database x (which does not contain George). 

As a further illustration, let M be a 0.1-differentially private mechanism 
(i.e., an e-differentially private mechanism where e has value 0.1) report-
ing the number of people in the database suffering from chronic bronchi-
tis. Suppose we tell a gambler all of database x as well as the entirety of 
George’s medical record, and suppose further that George suffers from 
chronic bronchitis. This means that the true answer to the question, “How 
many people in the database suffer from chronic bronchitis?” is larger—by 
exactly 1—when the database is y. We then flip an unbiased coin and if it 
comes up heads, we run M on input x, while if it comes up tails, we run 
M on input y. Suppose M outputs the number 501. If we do not give the 
outcome to the gambler, he has a probability of exactly 0.5 of guessing 
which input—x or y—we used. If we tell him the output his probability of 
correctly guessing which input we used increases from 0.5 to at most 0.525. 
By hiding the data of each individual in this way, differentially private 
algorithms ensure that anything that is learned is about people in general 
and not about individuals in the dataset. Differentially private reporting 
of allele protein frequencies will prevent even someone who has obtained 
a sample of George’s DNA from determining whether or not George is in 
the case group.

Weaknesses of Differential Privacy

Differential privacy is a mathematically rigorous concept, so algorithms 
can be designed and proven to provide it. The approach automatically 
provides protection against linkage attacks, as well as present and future 
auxiliary information. It also provides a formal measure of privacy loss 
and a calculus for computing how privacy losses compound over multiple 
data analyses. In addition, it yields a collection of simple privacy-preserving 
building blocks that can be combined to yield differentially private versions 
of sophisticated analytical techniques from statistics and machine learning. 

Nonetheless, differential privacy is not a panacea in many ways. First, 
neither differential privacy nor any other technique can circumvent the 
fundamental law of information recovery: overly accurate estimates of too 
many statistics can completely destroy privacy. Thus, differential privacy is 
not an immediate solution to the problem uncovered in the genome-wide 
association study discussed above; it must be combined with sophisti-
cated techniques for false discovery rate control so as to limit the num-
ber of (noisy) statistics actually revealed. Again, there are limits for any 
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technique that provides any reasonable notion of accuracy (Dinur and 
Nissim, 2003; Dwork et al., 2007, 2015; Muthukrishnan and Nikolov, 
2012; Kasiviswanathan et al., 2013). Differential privacy often achieves the 
best possible bounds, and it does provide provable guarantees. Unlike other 
techniques, differential privacy provides the tools needed to measure and 
bound the cumulative risk as the data are used and reused, permitting the 
informed enforcement of a privacy “budget.” In other words, all systems 
are eventually in trouble: differential privacy allows one to monitor the 
trouble and decide when to stop.

Conceptually, there is no difference between multiple releases of syn-
thetic datasets and interactive query systems (sometimes the query is simply 
“give me a synthetic dataset capturing the following attributes”). Nonethe-
less, the engineering and social challenges should not be underestimated. 
To adhere to a privacy budget, it will be necessary to optimize the choice 
of queries to be handled and to determine how to use the privacy budget 
as effectively as possible while ensuring fairness of access to many users 
of the data, not all of whom are known in advance. For example, one 
needs to protect against attacks intended to deplete the privacy budget just 
to shut down access to an agency’s data. One also needs to remove side-
channel attacks and other threats. All of these challenges exist for the other 
approaches to protecting privacy; however, there are no tools to measure 
them.

Second, in traditional data analysis an analyst looks at the dataset. Dif-
ferential privacy limits interaction with the dataset, not allowing the analyst 
to see the raw data (although she may have auxiliary information about 
the dataset, as in our example above about George and the sets x and y). 
Moreover, data analysts are not trained to operate in this scenario. They do 
not know about cumulative privacy loss, nor are they experienced in con-
sidering a computation to minimize privacy loss while maximizing utility.

Differential privacy also hides outliers. Indeed, it is often the outliers 
who most need protection. Note that many kinds of analyses make use of 
outliers (e.g., income distributional statistics).

Differential privacy may require larger sample sizes in order to learn 
things about the full population that, without privacy concerns, would 
require fewer sample cases.

Differential privacy intentionally introduces statistical noise. This is 
essential, but using currently known techniques the noise may be too much 
to permit useful learning unless the dataset is very large. In some kinds of 
analyses, differential privacy introduces exactly the minimum amount of 
noise needed to prevent reconstruction and tracing attacks; this means no 
technique exists for adding less noise in these cases. However, not all sets of 
analyses are so well understood. In these cases, the situation may be better 
than assumed: not only is it possible that better differentially private algo-
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rithms exist than those currently known, but there might even be a different 
and meaningful definition of privacy that can achieve better accuracy than 
anything known. It is also possible that the situation is worse than assumed: 
it is possible that any algorithm that adds less noise than the existing ones 
could be shown to be vulnerable to some new method of statistical attack. 

Differential privacy algorithms come equipped with a privacy param-
eter (e). The meaning of this parameter is not well understood. The choice 
of the parameter is currently not assigned to any actor in the federal sta-
tistical system. 

Differential privacy is a young field, and good algorithms—with high 
accuracy and low privacy loss—for many key analytical tasks are still under 
development. The federal statistical system produces statistics that are 
simple means and totals, such as sums of weighted products of variables, 
but also correlations, regression model coefficients, and cumulative statis-
tics on multivariate distributions. Much remains to be developed to apply 
differential privacy techniques to some of these statistics.

Differential privacy does not distinguish between the types of informa-
tion protected: hair color implicitly receives the same treatment as sexual 
identity. The privacy guarantee is framed in terms of a comparison between 
the behavior of the algorithm when one person (with any color hair and 
any sexual preference) is in the dataset compared with the behavior when 
this same person is absent. This may seem silly: Why go to such efforts 
to protect hair color? But it frees the algorithm designer from the need to 
know whether or not specific attributes are considered sensitive, either at 
all or by a specific user. For example, it protects the information about all 
genetic markers, even those not currently known to be correlated with, say, 
Alzheimer’s disease. If, as has happened in the past, certain genotypes are 
later discovered to have such a correlation, differential privacy will have 
protected against that future information.

IMPLICATIONS FOR FEDERAL STATISTICAL AGENCIES

As noted in Chapter 4, federal statistical agencies are required to follow 
prescriptive guidance from the U.S. Office of Management and Budget and 
the National Institute of Standards and Technology related to the Federal 
Information Security Management Act and other requirements for main-
taining the security of their information systems. In contrast, agencies draw 
on general best practices and their staff’s professional judgment in protect-
ing their statistical data products from inferential disclosure individual 
priavacy breaches. Statistical agencies currently use a number of statistical 
disclosure methods to protect the confidentiality of their data; however, 
these methods are increasingly susceptible to privacy breaches given the 
proliferation of external data sources and the availability of high-powered 
computing that could enable inferences about people or entities in a dataset, 

Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


PRESERVING PRIVACY 105

re-identification of specific people or entities, and even reconstruction of the 
original data. Thus, in our first report we drew the following conclusions: 

A continuing challenge for federal statistical agencies is to produce data 
products that safeguard privacy. This challenge is increased by the use 
of multiple data sources. (National Academies of Sciences, Engineering, 
and Medicine, 2017b, Conclusion 5-5, p. 90)

As federal statistical agencies move forward with linking multiple data-
sets, they must simultaneously address quantifying and controlling the 
risk of privacy loss. (National Academies of Sciences, Engineering, and 
Medicine, 2017b, Conclusion 5-6, p. 95)

As noted above and in our first report, differential privacy provides a 
framework and a measure of privacy loss and tools for tracking this loss 
over analyses of the data, creating a “privacy loss budget.” Federal sta-
tistical agencies typically seek to maximize the statistical use of their data 
within the constraints of ensuring the statistical products do not reveal 
anything about individual respondents. Agencies have only recently begun 
to examine the implications of a privacy loss budget for their own produc-
tion of statistical products and secondary analyses by external users (see, 
e.g., Abowd et al., 2017). Use of these methods will require new algorithms 
to be developed, tested, and reviewed not only by the scientific community, 
but the many stakeholders for federal statistics. Therefore, the panel also 
made the following recommendations in its first report: 

Statistical agencies should engage in collaborative research with aca-
demia and industry to continuously develop new techniques to address 
potential breaches of the confidentiality of their data. (National Acad-
emies of Sciences, Engineering, and Medicine, 2017b, Recommendation 
5-1, p. 96)

Federal statistical agencies should adopt modern database, cryptogra-
phy, privacy-preserving, and privacy-enhancing technologies. (National 
Academies of Sciences, Engineering, and Medicine, 2017b, Recommen-
dation 5-2, p. 96)

However, the panel recognizes that the current era is one of transition: 
there is awareness of weaknesses of current statistical disclosure limitation 
methods, but the feasibility for federal statistical agencies of implement-
ing new technologies, such as differential privacy, has not been clearly 
demonstrated. So far, the only application of differential privacy in federal 

Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


106 FEDERAL STATISTICS, MULTIPLE DATA SOURCES, PRIVACY PROTECTION

statistical products is the Census Bureau’s OnTheMap application,11 which 
implements a variant of differential privacy allowing users to see where peo-
ple work and where workers live (see Machanavajjhala et al., 2008). More 
research and development will be needed to show how this can be done 
and the costs and benefits of implementation of these methods. It also will 
require statistical agencies to hire and train staff to use these technologies. 

RECOMMENDATION 5-1 Federal statistical agencies should ensure 
their technical staff receive appropriate training in modern computer 
science technology including but not limited to database, cryptography, 
privacy-preserving, and privacy-enhancing technologies. 

Overall, much work, interaction, and collaboration will be needed 
across the various disciplines and stakeholders as agencies seek to move for-
ward to provide stronger privacy protection for the data they either collect 
from respondents or acquire access to from other administrative and pri-
vate-sector sources for statistical purposes. It will be critical for there to be 
robust discussions of the implications of this approach for all stakeholders 
and these discussions will need to be informed by concrete examples to help 
everyone understand how use of these technologies will affect them. Pilot 
studies or test cases will be valuable in identifying the variety of issues that 
affect agencies and the users of their data, including effects on timeliness 
of production, the scope of statistical products produced, the utility of the 
resulting estimates, and the usability of microdata by external researchers. 

Comparisons will need to be made using agencies’ current procedures 
with state-of-the-art differentially private algorithms and various levels of 
epsilon from a variety of federal statistical datasets to evaluate the effects 
on accuracy of results and utility of the resulting data. Some efforts along 
these lines have been conducted (see, e.g., McClure and Reiter, 2012), and 
additional pilot studies using different federal survey datasets would be 
beneficial and help enhance understanding by the communities involved. 
More specifically, the panel thinks there is potential value in pilot studies 
that look retrospectively, as well as prospectively, at the current uses of 
agency survey datasets and how a privacy budget would have been used 
over time, across users, and for various activities. For example, agencies 
could look back at uses over the past 5 years using internal information, 
as well as literature searches, to assess the volume and types of analyses 
that have been conducted and how the use of a privacy budget could have 
affected internal and external analyses of the data or, conversely, the effects 
on privacy loss given the uses. 

The panel also thinks that much could be learned by generating syn-

11 See https://onthemap.ces.census.gov/ [August 2017].
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thetic data in a differentially private manner and encouraging researchers 
and students to conduct their analyses on this dataset and use verification 
servers (see Karr and Reiter, 2014) to assess the fidelity of the results with 
the original dataset. Note, however, that even synthetic data are subject to 
the fundamental law of information recovery: if a synthetic dataset per-
mits overly accurate estimates of too many statistics, then privacy could 
be destroyed. For this reason, query-response systems may deliver more 
accuracy for queries actually of interest than what can be achieved using 
synthetic datasets, at the same level (epsilon) of privacy loss.

The panel suggests the use of an epsilon registry to encourage those 
who work with or profit from the use of personal information to take 
a greater interest in the algorithms and share their experience in setting 
this parameter so that this work moves beyond the community of privacy 
researchers (Dwork and Mulligan, 2014). A typical element in the registry 
might describe a use of differential privacy, including the value of e used 
(this could be done in several ways, such as per calculation, together with 
the number of analyses run, or a “burn rate” of privacy loss per day or 
week); a discussion of the factors leading to this choice; the granularity at 
which differential privacy is applied (per data attribute or per individual 
record, which typically contains many attributes); whether or not data are 
“retired” when a privacy loss limit is reached; and the variant of differential 
privacy used.

Ultimately, the adoption of new technologies will be driven either by 
necessity or the broad embrace of the communities of researchers, data 
users, and privacy advocates. The panel hopes that agencies will engage in 
collaborative research programs with the academic and user communities 
to promote greater use and understanding of new and emerging privacy-
protection methods. We also hope that workshops and other public dis-
cussions will be held on the results of the research and the policy issues 
associated with setting and allocating privacy budgets. These issues go 
beyond the purview of a single statistical agency and could have dramatic 
effects on the uses, users, and providers of statistical data. The implications 
of these issues need to be broadly discussed and a transparent and participa-
tory process outlined for moving forward. 

Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


6 

Quality Frameworks for Statistics 
Using Multiple Data Sources

A recurrent theme in the panel’s first report (National Academies of 
Sciences, Engineering, and Medicine, 2017b), as well as the previ-
ous chapters of this report, is that the quality of administrative and 

private-sector data sources needs careful examination before being used 
for federal statistics. The theme and the caution have been driven by the 
relatively recent novelty of the simultaneous use of multiple data sources 
and the fact that some potential new sources of data present new issues of 
data quality. 

We begin this chapter with a discussion of quality frameworks for 
survey data and then briefly review additional quality features and some 
extensions of these frameworks for administrative and private-sector data 
sources. We then consider how different data sources have been or could 
be combined to produce federal statistics, with examples to illustrate some 
of the quality issues in using new data sources. 

A QUALITY FRAMEWORK FOR SURVEY RESEARCH

The science of survey research has its origins in the provision of quanti-
tative descriptive data for the use of the state beginning in the 17th century. 
In general, the approach was to enumerate the whole population (censuses) 
to provide a description of the population to rulers and administrators. 
Over time, the increasing demands for information by states for both plan-
ning and administrative functions placed greater strains on the capacity 
of national statistical offices to provide the data, particularly in a timely 
manner. 

109

Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


110 FEDERAL STATISTICS, MULTIPLE DATA SOURCES, PRIVACY PROTECTION

The International Statistical Institute, founded in the second half of 
the 19th century, brought together the chief statistical officers of developed 
countries, including some leading academic scholars. At its convention in 
1895, the chief statistician of Norway, Anders Kiaer, proposed a radical 
innovation—to collect information on only a subset of the population, 
a representative sample. Over a period of 30 years, statisticians refined 
the ideas he presented and developed the form of the sample survey that 
remained the foundation of the collection of policy-related statistical data 
throughout the 20th century.

Beginning in the 1930s, statisticians worked on identifying sources of 
error in survey estimates, and when possible, measuring their effects. All 
these components are combined in the total survey error framework shown 
in Figure 6-1. The basic inferential structure of the sample survey involves 
two separate processes. The first is a measurement inference, in which 
the questions answered or items sought from a sample unit are viewed 
as proxies for the true underlying phenomenon of interest. For example, 
every month interviewers asked a sample person: “what were you doing 

FIGURE 6-1 Total survey error framework.
SOURCE: Adapted from Groves et al. (2009, p. 48).
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last week (the week of the 12th)?” as a key item for the statistic that is 
labeled as the monthly employment rate. There is a difference between 
the measurement of behavior for the week of the 12th and the concept of 
an unemployment rate for the whole month. The inference being made is 
complicated and threatened in months in which labor strikes occur in the 
middle of the month as the status of that week is unlike that of other weeks 
in some other way. 

Another example, and one that provides a clearer notion of measure-
ment inference, can be seen when the underlying concept is clearly unob-
servable without a self-report. Various attributes of human knowledge fit 
this case well. For example, the Trends in International Mathematics and 
Science Study (TIMSS) assesses mathematics knowledge among students 
in grades 4 and 8. Knowledge of mathematics is often measured through 
problems that can be solved only by those people with the requisite knowl-
edge. There are many types of mathematics problems and thousands of 
instances of every type of mathematical knowledge. In some cases, there 
are an infinite number of ways to measure a type of mathematics knowl-
edge. Each problem, therefore, might be viewed as one sample from that 
infinite population. And since each problem exhibits its own variability over 
conceptually repeated administrations, measuring mathematics knowledge 
with multiple problems increases the stability of an estimate. In this case, 
an inference is drawn from a question or set of questions to the underlying 
unobservable mathematics knowledge. 

The second inferential step concerns the measurement of a subset of 
units of the target population. In this case, inference based on probability 
sampling is the foundation of government statistical agencies throughout 
the world. The inference, however, needs careful descriptions of the target 
population and the frame population: in an ideal situation, the frame has a 
one-to-one correspondence to the full population of interest, the target pop-
ulation. Government statistical agencies strive to create and maintain such 
universal frames for households and businesses. Some countries attempt to 
construct frames of people through population registers. 

For each error source shown in Figure 6-1, one can further distinguish 
two kinds of errors: (1) biases, which represent systematic errors that are 
integral to the process and would therefore not be ameliorated without a 
change in the process; and (2) variances, which represent instability in the 
estimates and depend on the number of units of a particular kind included 
in the data collection. Variance can be reduced by increasing the number 
of units of that kind.

Federal statistical agencies are very sensitive to the potential errors 
in their surveys. Their primary focus has been on the fact that data are 
collected on only a sample of the population, as it is this feature that dis-
tinguishes surveys from a complete population census. Many of the most 
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widely used sampling and estimation procedures for surveys were developed 
at the U.S. Census Bureau in the 1930s and 1940s. Other statistical agencies 
have also been leaders in the provision of detailed information on sampling 
errors (measures of precision for survey estimates), and most federal sur-
veys produce detailed tables of standard errors for their estimates. Other 
aspects of data quality have been given less emphasis, though agencies have 
conducted important investigations of some nonsampling errors in major 
surveys. 

There has also been some work to apply the same ideas of statistical 
inference to some other forms of measurement error (response error in 
surveys) particularly, models of interviewer effects (interviewer variance), 
using the concepts of simple and correlated response variance (by analogy 
with simple and correlated sampling variance), and looking at instability 
in responses (reliability). These models were refined by U.S. and other sta-
tistical agencies in the 1960s, 1970s, and 1980s. A major conceptual push 
toward the examination of measurement error occurred as a result of work 
on cognitive aspects of survey methods, which examined the psychological 
mechanisms that influence respondents’ understanding of questions and 
retrieval of information (see National Research Council, 1984). The major 
statistical agencies set up cognitive laboratories to incorporate these prin-
ciples into the design of questions used in their surveys (see Tanur, 1999).

Concern about nonresponse has also been a feature of quality control 
in statistical agencies, and the emphasis has most often been on maximizing 
the response rate. The standards and guidelines for statistical surveys issued 
by the U.S. Office of Management and Budget (2006) stipulated standards 
for the collection of statistical information that included a high threshold 
for response rates (80 percent) and a detailed protocol for evaluating errors 
if the response rate is below this threshold. However, there is generally no 
reporting mechanism that quantifies the effect of nonresponse in a way that 
corresponds to the routine publication of standard errors. This reflects a 
general emphasis on variances (stability) rather than biases, as well as the 
ability to calculate standard errors directly from the sample, while deter-
mining nonresponse bias requires information external to the survey.

Some federal statistical agencies have created “quality profiles” for 
some major surveys to bring together what is known about the various 
sources of error in a survey. This was first done for the Current Population 
Survey in 1978 (Federal Committee on Statistical Methodology, 1978) and 
was also done for other surveys (see, e.g., National Center for Education 
Statistics, 1994; U.S. Census Bureau, 1996, 1998, 2014b). The Census 
Bureau currently includes this kind of information in design and methodol-
ogy reports for the Current Population Survey and American Community 
Survey (see U.S. Census Bureau, 2006, 2014a). 

Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


QUALITY FRAMEWORKS FOR STATISTICS 113

CONCLUSION 6-1 Survey researchers and federal statistical agen-
cies have developed useful frameworks for classifying and examining 
different potential sources of error in surveys, and the agencies have 
developed careful protocols for understanding and reporting potential 
errors in their survey data. 

Effectively using frameworks for the different sources of error in sur-
veys requires agencies to provide information or metrics for reporting on 
survey quality. A subcommittee of the Federal Committee on Statistical 
Methodology (2001) reviewed the different kinds of reports produced by 
statistical agencies and the amount of information provided about the dif-
ferent sources of error in each and further provided guidance to agencies on 
measuring and reporting sources of error in surveys. It recommended the 
minimum amount of information that should be provided, which depended 
on the length and detail of the report. 

Measures of sampling error (estimates of the variability in the estimates 
due to sampling) are the most commonly reported metric of quality across 
all agency reports (see Federal Committee on Statistical Methodology, 
2001). These measures include standard errors or coefficients of variation, 
and they are often the only quantitative indicator of quality reported by 
the agency. Other error sources are noted in more general narrative form, 
such as statements that surveys are also subject to nonsampling errors. Since 
standard errors are typically the only quantitative metric available at the 
estimate level, it is easy for users to conclude that this measure conveys the 
overall quality of the estimate. 

The second principal metric of quality often used in official statis-
tics is the response rate, which is also a very imperfect metric of quality. 
Low response rates do not, by themselves, indicate poor-quality statistics. 
Instead, lower rates indicate a higher risk of nonresponse error. Similarly, 
high response rates provide important protection against the potential for 
nonresponse bias. However, this is an area in which the direct collection of 
ancillary data (paradata) could facilitate a more comprehensive assessment 
of the danger of the vulnerability of survey results to bias arising from 
nonresponse. Furthermore, access to other data sources (administrative 
or private sector) could also provide validating (or invalidating) evidence. 
And in some cases paradata could provide a basis for imputing data when a 
survey failed to obtain information directly. In this instance, the incorpora-
tion of additional data would supplement or validate, rather than replace, 
the survey data.
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CONCLUSION 6-2 Commonly used existing metrics for reporting 
survey quality may fall short in providing sufficient information for 
evaluating survey quality.

BROADER FRAMEWORKS FOR ASSESSING QUALITY

There is considerable inertia in any long-established system. Conse-
quently, the evaluation of the quality of any statistic tends to be seen 
through the lens of the current dimensions of focus and concern. In the 
new environment in which emerging data sources with quite different 
provenance and characteristics provide alternative ways of measuring the 
underlying phenomena, it may be necessary to rethink the weight that is 
placed on traditional measures of quality relative to other quality measures.

BOX 6-1  
Eurostat Quality Assurance Framework

The Eurostat Quality Assurance Framework (European Statistical System 
Committee, 2013) describes activities, methods, and tools that can provide guid-
ance to national statistical offices to fulfill the principles in the European Statistics 
Code of Practice (European Commission, 2011) for the principles on commitment 
to quality and statistical processes. In the framework, there are three main cat-
egories under which the data principles fall: institutional environment, statistical 
processes, and statistical output. Institutional environment is mainly composed 
of a principle of commitment to quality, including a quality commitment statement 
for agencies, a structure for managing quality, quality guidelines, infrastructure for 
documentation, and training courses. Statistical processes involve sound method-
ology, appropriate statistical procedures, burden, and cost. 

Statistical output comprises five principles—(1) relevance, (2) accuracy and 
reliability, (3) timeliness and punctuality, (4) coherence and comparability, and (5) 
accessibility and clarity—that are further described. 

1.  Relevance. In order to have relevance, statistics must meet the needs of us-
ers. In order to ensure that user needs are met, it is important to monitor the 
relevance of existing statistics while considering emerging needs and priorities, 
ensure that priorities are reflected in the work program and being met, and 
monitor user satisfaction on a regular basis. 

2.  Accuracy and Reliability. Statistics should accurately and reliably portray re-
ality. The combination of source data, intermediary data, and statistical outputs 
should be regularly assessed. Additionally, sampling and nonsampling errors 
need to be measured and documented and revisions regularly analyzed in 
order to improve statistical processes. 
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There are broader quality frameworks that emphasize the granularity 
of the data and the estimates in ways that were previously not possible. An 
influential quality framework has been developed by Eurostat, the Statisti-
cal Office of the European Union (European Statistical System Commit-
tee, 2013) (see Box 6-1). This framework has five major output quality 
components:

1. Relevance
2. Accuracy and Reliability 
3. Timeliness and Punctuality 
4. Accessibility and Clarity
5. Coherence and Comparability 

3.  Timeliness and Punctuality. Statistics should be released in a timely and 
punctual manner. Eurostat recommends that agencies ensure that they follow 
proper release dates and times and make sure to publish the time that outputs 
will be published. In creating the times for public release, it is also recom-
mended that agencies consider user needs. If there are any divergences, 
those should also be published. Finally, any preliminary estimates created to 
help users should be published only after they are determined to hold informa-
tion useful to users. 

 
4.  Accessibility and Clarity. Statistics should be presented in a clear and under-

standable form, released in a suitable and convenient manner, and available 
and accessible on an impartial basis with supporting metadata and guidance. 
It is recommended that metadata are preserved and properly archived. It is 
also recommended that metadata are standardized according to systems, 
dissemination services use proper communication and current technology, 
custom-designed analysis is provided when feasible, and public microdata 
files are available to researchers for specific purposes following protocols. 
Additionally, the public should be informed as to the current methodologies for 
statistical processes.

5.  Coherence and Comparability. Statistics should be consistent internally and 
over time and comparable among regions and countries. It should be possible 
to combine and make joint use of related data from different data sources. In 
order to ensure coherence and comparability, it is recommended that stan-
dards are followed with respect to scope, definitions, units, and classifications. 
Statistics over time should also be as comparable as possible. Agencies 
should do the best job possible to ensure that statistics from different sources 
are compared and reconciled. 
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It is worth noting that all the technical aspects of the total survey 
error model discussed above are encompassed by just one of the above five 
output quality components—accuracy and reliability. Of course, many of 
the others are critical in determining what information is collected and dis-
seminated, in particular, relevance. The criterion of coherence also makes 
important demands on the process by requiring that the estimates are con-
sistent internally and comparable across subsets of a population. Maintain-
ing relevance and coherence may be a particular challenge in moving from 
one system or configuration to another. This challenge is exacerbated in 
the case of surveys by the length of time it takes to develop and test survey 
components, leading to a lack of nimbleness in response to changes in cir-
cumstances and policy requirements. 

Two aspects of data quality in particular warrant emphasis here: timeli-
ness and spatial and subgroup granularity. 

Timeliness

Though timeliness is described in the European Statistical System 
Committee’s quality framework in terms of the timing and punctuality 
of reports, it is important to recognize that existing systems have tailored 
their reporting mechanisms and their reporting requirements to the practi-
cal constraints and limitations in place at the time the systems were estab-
lished. For example, the unemployment rate, calculated from the Current 
Population Survey (CPS), is published monthly based on information col-
lected about a single week in the preceding month. When the system was 
established in the 1940s, this schedule (and basis) was at the outer limits of 
feasibility and practicality for a national survey. Changes in the data envi-
ronment have made the range of possibilities much broader, and, therefore, 
the assessment of quality should now incorporate this new context.

For policy purposes, it is particularly important that information be 
available to decision makers in time to incorporate it into the decision-
making process. Data collected through surveys tend to have a minimum 
interval between the beginning of data collection and the production of the 
estimate. Even with the CPS, there is a lag of about 3 weeks between the 
reference period for the survey responses and the production of the esti-
mate. With some private-sector data that is captured electronically, the time 
lapse between the event being measured and the availability of the data is, 
in principle, negligible (though in practice this may not be the case). 

In this context, one needs to think about the value of this aspect of 
statistical estimates and the particular use to be made of the estimate. With 
prices (see the discussion in Chapter 4 of the panel’s previous report), the 
current (old-fashioned) process of visiting stores to collect price informa-
tion has the virtue of providing almost comprehensive coverage (through 
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probability sampling) of the population of stores, but it suffers from a 
considerable time lag in reporting. Data from the Internet, in contrast, can 
be harvested in a timely manner but may miss differentially key sectors 
of the population of stores. Researchers and analysts need to be able to 
evaluate the relative importance of timeliness and coverage for each par-
ticular purpose of a statistic. If the purpose is to provide early warning of 
price changes, one might argue that the Internet data, though deficient in 
coverage terms, would function better than the more comprehensively rep-
resentative survey data. If the purpose is to provide an estimate that gives 
an unbiased measure of change in prices for the population as a whole, the 
argument would swing in favor of the probability sample of stores. Com-
bining the sources offers the potential to improve the timeliness of estimates 
from probability samples and reduce the bias present in Internet data.

Spatial and Subgroup Granularity

A second important aspect of quality is the degree to which estimates 
can be obtained for small subdivisions of the population, such as spatial 
subdivisions or different socioeconomic status categories. In census and 
survey statistical terminology, these estimates are usually referred to as 
small-area statistics. The practical limitation on the size of the sample that 
can realistically be afforded for traditional surveys places a severe limit on 
the ability to provide reliable small-area statistics. With private-sector data, 
such refinement of the estimates may be accomplished at low marginal 
cost once the system processes have been put in place. The value to policy 
makers at a national level of having information at this more detailed level 
can be considerable and could compensate for some loss of quality on the 
dimensions of accuracy and reliability.

All of these considerations point to the importance of recognizing the 
need to evaluate quality in a more broad-based way. By combining data 
sources (as described in Chapter 2 and in the examples in this chapter, 
below), hybrid estimates can be produced that come close to possessing the 
positive quality aspects of the components used to construct them.

CONCLUSION 6-3 Timeliness and other dimensions of granularity 
have often been undervalued as indicators of quality; they are increas-
ingly more relevant with statistics based on multiple data sources. 

RECOMMENDATION 6-1 Federal statistical agencies should adopt a 
broader framework for statistical information than total survey error 
to include additional dimensions that better capture user needs, such 
as timeliness, relevance, accuracy, accessibility, coherence, integrity, 
privacy, transparency, and interpretability. 
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ASSESSING THE QUALITY OF ADMINISTRATIVE 
AND PRIVATE-SECTOR DATA

Administrative Data

Administrative and private-sector data have their own challenges and 
errors. These errors arise for multiple reasons, such as mistakes in under-
standing or interpreting metadata, errors in entity linkage, and incomplete 
or missing information. Unlike handling data from traditional surveys, 
these errors usually need to be dealt with after the data have been obtained 
and been through cleaning and processing (see Chapter 3). That is, the 
errors can usually not be avoided during data gathering or generation 
because the processes that generate the data have their own purposes: that 
is, unlike surveys, the production of the statistic is secondary to another 
objective. In contrast, survey designers spend a great deal of time and effort 
developing and pretesting survey instruments to ensure they are obtaining 
the information they want from respondents and minimizing measurement 
errors. Electronic survey instruments often include consistency checks and 
acceptable ranges of responses to further ensure that potential problems 
with data entry or responses are resolved at the point of collection. 

Data Linkage and Integration 

The use of administrative and private-sector data not only shifts the 
focus of reducing errors into the postdata gathering stage, it also adds 
a new error source that is not usually encountered in surveys: linkage 
errors. In many instances, it is necessary to match data related to the same 
real-world entities, even if they are identified in different ways. As we 
note in Chapter 2, many linkage variables have variants: the same person 
might be listed in different data sources as “Susan Johnson Wright,” “Suzy 
Johnson,” “Sue Wright,” or “S.J. Wright.” Failure to recognize these as 
belonging to the same person will result in records being declared distinct 
when they ought to be linked—a missed link. Conversely, there may be mul-
tiple Susan Wrights in the population, and two records may match exactly 
on the identifying variables yet represent two different people—a false link. 
Missed links and false links can distort relationships among variables in the 
data sources or result in inaccurate measures of the population size when 
linkage is used to augment the number of records available for study. 

In the case of a potential false link, one would need to look at other 
evidence, such as an address, to determine whether it is the same person. 
However, this is complicated, because people do move, so one would have 
to distinguish between the same person who has changed addresses and a 
different person who just happens to have the same name. And in the case 
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of matching individuals to themselves, there is the complication of the dif-
ficulty to match an individual after a name change, say, due to marriage or 
simply an interest in changing one’s name. Additional difficulties of linking 
individuals could also include joint bank accounts, accounts that have only 
one spouse’s name, and parents or others paying for a service for a child 
or other relative.1 In short, good entity matching is very hard. However, 
there is much active research work in this area and a significant body of 
technology that can be exploited for this work.

Most data of interest to statistical agencies is likely to have a temporal 
component. Each fact will represent either an instant in time or a period of 
time. It is likely that the time frames for data reporting will not perfectly 
line up when integrating data sources. In such circumstances, techniques 
are needed to proceed with integration and, if at all possible, without 
introducing too much error. For instance, where reported aggregates change 
smoothly over time, some type of interpolation may be appropriate. For 
example, where certain secondary information, such as North American 
Industry Classification System codes or dictionary terms, is largely static, 
one may reasonably assume it has the same value at the time of interest as 
at another time. 

Similar issues also arise for geographical alignment: if some data are 
reported by ZIP code and other data by county, one can integrate them 
only if one can transform one of the two datasets into a report by the other. 
Such transformation is complicated by the fact that ZIP code to county is 
a many-to-many relationship: many ZIP codes can include more than one 
county and vice versa. Techniques for small-area estimation (see Chapter 2) 
may be helpful in achieving such temporal and spatial alignment.

CONCLUSION 6-4 Quality frameworks for multiple data sources need 
to include well-developed treatments of data linkage errors and their 
potential effects on the resulting statistics. 

Concepts of Interest and Other Quality Features

The kinds of statistical models discussed in Chapter 2 when using mul-
tiple data sources underscore the need for more attention to quality features 
that have not received as much attention in traditional statistics (see also 
Groves and Schoeffel, in press). We note here several issues with regard to 
administrative data that will need attention.

One core difference with respect to quality for administrative and 
private-sector data is tied to the concept of interest. Since data are being 

1 Additional concerns arise if consent is required in order to link different datasets (see 
Chapter 4). 
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repurposed, the meanings of particular values are likely to be subtly dif-
ferent. A precise understanding of those differences is critical for correct 
interpretation and difficult due to varying metadata recording standards 
across data sources. Similarly, population coverage and sampling bias are 
also of particular concern when repurposing data. Understanding exactly 
what has been done is a necessary step to ensuring correctness. Finally, 
repurposing data will often require considerable manipulation. Therefore, 
recording the editing and cleaning processes applied to the data, the statisti-
cal transformations used, and the version of software run become particu-
larly important (see Chapter 3).

It is likely that the population covered by one dataset will not match the 
population covered by another. Administrative records exist for program 
participants but not for nonparticipants, and some people may not be in 
any record system. Some administrative records contain people outside of 
the population of inference of a survey dataset to which records are to be 
linked (e.g., voter records may contain dead people formerly eligible to 
vote). There may be duplicate records in some sources, and it is possible 
that records from multiple datasets simply cannot be linked. Moreover, it 
will not be possible to separate linkage errors with coverage errors. 

The level of measurement in the multiple data sources may vary. One 
dataset may be measured on the person level, another on the household 
level, another on the consumer unit level, another on the address level, 
and another on the tax unit level, and other data, such as credit card pur-
chases, may be at a transaction level. Errors in statistics can arise due to 
mismatches when combining data from such different datasets. 

The temporal extent of the data may vary. Some administrative data 
systems are updated on a relatively haphazard schedule, depending on inter-
action with the client. The result is that time can be variable over records 
in the same administrative dataset. The value reflects the “latest” version, 
sometimes with no metadata on the date the value was entered. The data 
may also contain information on an individual only for the time during 
which the individual was in a program. As individuals leave the program, 
they will not have new data recorded about them, but they may also not be 
removed from the system. Combining records to produce statistics that are 
designed to describe a population at a given time point is thus problematic.

The underlying measurement construct may differ across datasets. In 
the total survey error framework, this occurrence is sometimes labeled as an 
issue of validity or a gap between concept and measurement. For example, 
in one dataset the value of an economic transaction may capture only the 
goods or service provided, but in another it may also involve cash given to 
the customer by the provider but charged to the account of the customer.

The nature of missing data in records may vary across surveys and 
other sources. In survey data, questions may be skipped for several rea-
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sons: because a respondent chooses to terminate participation before the 
question is posed; because of a refusal to answer the question because the 
respondent does not want to answer it; or because the respondent does not 
know the answer. 

In addition, in administrative record systems, some data fields may be 
empty because of their lack of importance to the program: for example, a 
service clerk did not need the data to execute the task at hand. A field may 
also be empty because new processes fail to capture the datum. And less 
important information may not be captured as accurately or as carefully as 
information that is critical to the immediate administrative task. 

As with surveys, some recorded items may be inaccurate because they 
are misunderstood by the clerk entering the information or by the respon-
dent providing the information. To compensate for missing data, survey-
based imputation schemes use patterns of correlations of known attributes 
to estimate values missing in the records. Those kinds of techniques may 
need some reassessment for administrative data. For example, unstructured 
text data appear in many medical record systems. Does the absence of the 
mention of some attribute mean that the attribute is nonexistent for the 
patient or that the health provider failed to record the attribute?

Frameworks for Assessing Quality of Administrative Data

In the panel’s first report (National Academies of Sciences, Engineer-
ing, and Medicine, 2017b) we concluded that “administrative records have 
demonstrated potential to enhance the quality, scope and cost efficiency of 
statistical products” (p. 35), and that “not enough is yet known about the 
fitness for use of administrative data in federal statistics” (p. 48). Therefore, 
we made the following recommendation: 

Federal statistical agencies should systematically review their statistical 
portfolios and evaluate the potential benefits and risks of using admin-
istrative data. To this end, federal statistical agencies should create col-
laborative research programs to address the many challenges in using 
administrative data for federal statistics. (National Academies of Sci-
ences, Engineering, and Medicine, 2017b, Recommendation 3-1, p. 48). 

As part of their review of administrative data, agencies need to assess 
the quality of the data and whether the data are fit for use for their intended 
statistical purposes (see, e.g., Iwig et al., 2013). Brackstone (1987, p. 32) 
notes that the quality of administrative records for statistical purposes 
depends on at least three factors: 

(i) the definitions used in the administrative system; 
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(ii) the intended coverage of the administrative system; 
(iii) the quality with which data are reported and processed in the admin-
istrative system. 

In the United States, Iwig and his colleagues (2013) created a tool for 
assessing the quality of administrative data for statistical uses to help sta-
tistical agencies systematically obtain the relevant information they need at 
each stage of the data-sharing process (see Box 6-2). Although the tool is 
based on quality frameworks from a number of national statistical offices, 
it is intended to help guide the conversation between a statistical agency and 
a program agency, rather than provide a comprehensive framework itself. 

BOX 6-2 
 The Data Quality Assessment Tool for Administrative Data

The Data Quality Assessment Tool for Administrative Data, commonly re-
ferred to as the Tool, was developed by the Federal Committee on Statistical 
Methodology’s Data Quality Working Group (Iwig et al., 2013). The Tool is de-
signed both to help users better understand data’s attributes so that data can be 
used more appropriately in new applications and to promote better data quality 
over time for administrative and statistical purposes. Although the Tool does not 
result in a single overall numerical measure, it does provide users with a set of 
questions that help them consider key data quality attributes. 

The Tool consists of six dimensions: relevance, accessibility, coherence, in-
terpretability, accuracy, and institutional environment. Although other frameworks 
also contain other dimensions, such as timeliness and comparability, the Tool cov-
ers these topics under the six dimensions: timeliness is covered under relevance, 
and comparability is covered under coherence.

The Tool provides 43 questions organized by three different phases: initial 
(discovery) phase, initial acquisition phase, and repeated acquisition. 

The initial phase contains 12 questions to determine the feasibility and de-
sirability of the data in order to help develop a memorandum of understanding. 
This phase covers the dimensions of relevance, accessibility, and interpretability. 

The initial acquisition phase begins after a memorandum of understanding 
has been approved. This phase contains 29 new questions that deal with such 
issues as recording methods, known sources of error, and missing values. This 
phase covers all six dimensions. 

The repeated acquisition phase covers repeated installments of data. This 
phase has 11 questions: 2 are new, and 9 are repeated questions from the two 
previous phases. It includes the dimensions of interpretability, coherence, ac-
curacy, and institutional environment; the questions of institutional environment 
are new.
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Administrative records are used by many national statistical offices 
for producing statistics; however, there have not been statistical theories 
developed for assessing the uncertainty from administrative data as there 
have been for surveys (Holt, 2007). There have been efforts to examine the 
processes that generate administrative data and population registers (see 
Wallgren and Wallgren, 2007), as well as examinations of measurement 
errors in both administrative records and survey reports (e.g., see Oberski 
et al., 2017; Abowd and Stinson, 2013; Groen, 2012). Recently, Zhang 
(2012) has extended the Groves et al. (2009) model of survey error sources 
(shown in Figure 6-1) to create a two-phase (primary and secondary) life 
cycle of integrated statistical microdata. In this model, the first phase cov-
ers the data from each individual source, while the second phase concerns 
the integration of data from different sources, which typically involves 
some transformation of the original data (see Zhang [2012] for a complete 
discussion of the model). 

Private-Sector Data

Different Types of Data 

In our first report (National Academies of Sciences, Engineering, and 
Medicine, 2017b, p. 57) we noted the enormous amounts of private-sector 
data that are being generated constantly from a wide variety of sources. We 
distinguished between structured data, semi-structured data, and unstruc-
tured data: 

•	 Structured data, such as mobile phone location sensors, or com-
mercial transactions, are highly organized and can easily be placed 
in a database or spreadsheet, though they may still require substan-
tial scrubbing and transformation for modeling and analysis. 

•	 Semi-structured data, such as text messages or emails, have struc-
ture but also permit flexibility so that they cannot be placed in a 
relational database or spreadsheet; the scrubbing and transforma-
tion for modeling and analysis is usually more difficult than for 
structured data. 

•	 Unstructured data, such as in images and videos, do not have any 
structure so that the information of value must first be extracted 
and then placed in a structured form for further processing and 
analysis. 
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The challenges with the quality of these different data sources led to a con-
clusion and recommendation: 

The data from private-sector sources vary in their fitness for use in 
national statistics. Systematic research is necessary to evaluate the 
quality, stability, and reliability of data from each of these alterna-
tive sources currently held by private entities for their intended use. 
(National Academies of Sciences, Engineering, and Medicine, 2017b, 
Conclusion 4-2, p. 70)

The Federal Interagency Council on Statistical Policy should urge the 
study of private-sector data and evaluate both their potential to enhance 
the quality of statistical products and the risks of their use. Federal sta-
tistical agencies should provide annual public reports of these activities. 
(National Academies of Sciences, Engineering, and Medicine, 2017b, 
Recommendation 4-2, p. 70)

The panel thinks it likely that the data to be combined with traditional 
survey and census data will increasingly come from unstructured text, 
such as web-scraped data. Converting such data to a more structured form 
presents a range of challenges. Although errors arise in coding open-ended 
responses to surveys, the issues with unstructured text compound those 
errors given the ambiguity of the context and the development and use of 
coding algorithms, which can result in a special type of processing error. 
The ambiguity of words—does “lost work” refer to a job termination or 
a hard disk crash?—will be a constant challenge. The possibility of cod-
ing words on multiple dimensions (e.g., meaning and effect) arises. From 
a quality or error standpoint, a coding error might create a new source of 
bias if one coding algorithm is used, or a new source of variance in statis-
tics if multiple coding algorithms are used. Training these algorithms using 
human-coded data essentially builds in any biases that were present in the 
original human coding. The emergence of computational linguistics since 
the early days of survey coding may offer help in this aspect of big data 
quality. 

Some of the data used in federal statistics could be combinations of 
data arising from sensors. For example, traffic sensor data are useful in traf-
fic volume statistics. From time to time, sensors fail, creating missing data 
for a period of time until the sensor is repaired or replaced. If the probabil-
ity that the sensor fails is related to volume of traffic or traffic conditions 
(e.g., when heavy rain or snow occurs), then the existence of missing data 
can be correlated with the very statistic of interest, creating what survey 
researchers would label a type of item nonresponse error.

The panel’s first report also discussed the possibility that social media 
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data might be combined in certain circumstances with survey or census 
data. Social media data have an error source uncommon in surveys: the 
possibility that data are generated by actors outside the population of infer-
ence. For example, software bots are known to create Twitter posts. The 
software bots might have handles and profiles that appear to be people, 
with revealed geographic positions, under the Twitter protocols. However, 
the data generated by the software bots are not a person- or business-
measurement unit eligible for a survey or census measurement. Although 
this might be viewed as a type of coverage error in traditional total survey 
error terms, it has such a distinct source that it needs its own attention.

Risks of Private-Sector Data

Although there is considerable potential in the enormous volume of 
private-sector data, these data carry considerable risks. First, as they are 
primarily administrative or transactional data collected for purposes related 
to the transactions they cover, they tend to be less stable in definition and 
form than federal survey data that are collected specifically for statistical 
purposes. Consequently, statistical agencies need to be cautious in rely-
ing on these data as a primary (or, especially, sole) source of information; 
private-sector data are vulnerable to being changed or discontinued without 
notice. Second, statistical agencies do not have control over the creation 
and curation of the data; there is the possibility of deliberate manipulation 
or “front-running” by private-sector data companies providing data to 
government agencies: that is, if the data supplied by a private-sector entity 
constituted a sufficiently influential portion of a statistic so that the entity 
itself could predict the agency’s results, the entity could profit by selling this 
information to others or by acting on it directly. Third, the data themselves 
could be subject to manipulation for financial gain.

Quality Frameworks 

There have been some recent efforts to extend the total survey error 
framework to include big data (see Biemer, 2016; Japec et al., 2015; U.N. 
Economic and Social Council, 2014; U.N. Economic Commission for 
Europe [UNECE], 2014). The UNECE model is a multidimensional hierar-
chical framework that describes quality at the input, throughput and output 
phases of the business process (see Box 6-3). 

Biemer (2016) and Japec et al. (2015) similarly distinguish between the 
phases of generation of the data, the extraction/transformation/load of the 
data, and the analysis of the data. In this scheme, data generation errors 
are analogous to survey data collection errors and may result in errone-
ous, incomplete, or missing data and metadata. Extraction/transformation/

Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


126 FEDERAL STATISTICS, MULTIPLE DATA SOURCES, PRIVACY PROTECTION

load errors are similar to survey processing errors and include errors in 
specification, linking, coding, editing, and integration. Analysis errors are 
analogous to modeling and estimation errors in surveys and also include 
errors in adjustments and weighting, which may reflect errors in the original 
data or in filtering and sampling the data. Both models attempt to provide 
an overall conceptual view of errors in a broad array of data sources and 
a language to describe these errors; however, neither of the models has yet 
been applied to a variety of sources by researchers or analysts. 

Hsieh and Murphy (2017) have taken a more specific approach and 
described error sources for a specific social media data source, creating a 
“total Twitter error.” The authors posit that major classes of errors occur 
during the data extraction and the analysis process. 

CONCLUSION 6-5 New data sources require expanding and further 
development of existing quality frameworks to include new compo-
nents and to emphasize different aspects of quality. 

CONCLUSION 6-6 All data sources have strengths and weaknesses, 
and they need to be carefully examined to assess their usefulness for a 
given statistical purpose. 

BOX 6-3 
UNECE Big Data Quality Framework

The U.N. Economic Commission for Europe (UNECE, 2014) has developed 
a complex quality framework for big data. UNECE recommends three general 
principles when evaluating data: fitness for use, generic and flexible, and the 
tradeoff between effort and gain. Fitness for use covers whether the data are ap-
propriate for their intended use. Generic and flexible covers whether the quality 
framework is adaptable to the specific data sources used to create statistical prod-
ucts. The effort-gain tradeoff covers how to ensure that the benefits gained from 
using a new data source outweigh the time and effort required to use the data.

The quality framework itself focuses on three main phases, three hyperdi-
mensions, and three principles. The phases are the input process that acquires 
data and begins pre-analysis of the data, the throughput process that begins 
transforming and analyzing the data, and the output process that reports the 
quality of statistical outputs. 

Each phase has three hyperdimensions: source, consisting of characteristics 
of the data obtained and the governance under which the data are administered; 
metadata, consisting of information about the data itself, including the contents 
of a dataset, the processes that apply to it, and the information available in the 
dataset; and the data themselves, that is, their quality. 
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RECOMMENDATION 6-2 Federal statistical agencies should outline 
and evaluate the strengths and weaknesses of alternative data sources 
on the basis of a comprehensive quality framework and, if possible, 
quantify the quality attributes and make them transparent to users. 
Agencies should focus more attention on the tradeoffs between differ-
ent quality aspects, such as trading precision for timeliness and granu-
larity, rather than focusing primarily on accuracy.

As we note in previous chapters, expanding the use of data sources for 
federal statistics also requires expanding the skills of the statistical agency 
staff to address the new issues that arise when using these new data sources. 
Researchers and analysts who are trained in survey methodology have a 
solid foundation for conceptualizing and measuring different error sources, 
but expertise and training is also needed in computer science for process-
ing, cleaning, and linking datasets and the errors that can arise in these 
operations. In addition, specific expertise is needed in the data generating 
mechanisms and current uses of different administrative and private-data 
sources that an agency is considering for use for statistical purposes. 

RECOMMENDATION 6-3 Federal statistical agencies should ensure 
their statistical and methodological staff receive appropriate training in 
various aspects of quality and the appropriate metrics and methods for 
examining the quality of data from different sources. 

THE QUALITY OF ALTERNATIVE DATA SOURCES:  
TWO ILLUSTRATIONS

In this section we provide two examples of the current approach for 
generating federal statistics and of existing different data sources that 
could be used. The two examples are measuring crime and measuring 
inflation. We discuss how some key quality characteristics of these sources 
might interact and permit enhanced federal statistics if these sources were 
combined. Our goal here is illustrative rather than prescriptive, and the 
responsible federal statistical agencies would need to conduct a much more 
in-depth review of the alternative sources and the methods for combining 
them than we can do here. 

Measuring Crime

Current Approach

The National Crime Victimization Survey (NCVS) of the Bureau of 
Justice Statistics (BJS) is the nation’s primary source of information on 
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criminal victimization.2 Since 1973, data have been obtained annually from 
a nationally representative sample of about 90,000 households, comprising 
nearly 160,000 people, on the frequency, characteristics, and consequences 
of criminal victimization in the United States. The NCVS screens respon-
dents to identify people who have been victims of nonfatal personal crimes 
(rape or sexual assault, robbery, aggravated and simple assault, and per-
sonal larceny) and property crimes (burglary, motor vehicle theft, and other 
theft), and it includes crimes whether or not they have been reported to the 
police. For each crime incident, the victim provides information about the 
offender, characteristics of the crime, whether it was reported to the police, 
and the consequences of the crime, including the victim’s experiences with 
the criminal justice, victim services, and health care systems. In addition, 
there is a wealth of additional information collected—including a victim’s 
demographic characteristics, educational attainment, labor force participa-
tion, household composition, and housing structure—that is related to risk 
of victimization (see Langton et al., 2017; National Academies of Sciences, 
Engineering, and Medicine, 2016a). 

Despite the appearance of being comprehensive, the NCVS has its qual-
ity challenges: 

 
•	 Not everyone can be reached for an interview, and if people who 

spend large amounts of time outside their homes are more likely to 
be at risk for victimization, crimes can be missed. 

•	 Of the people who are reached, not all are willing to participate in 
the survey, introducing the possibility for bias if those who choose 
not to participate differ from those who do. 

•	 Not everyone is willing to report crimes that happen to them. 
•	 Some respondents may misunderstand the questions asked. 
•	 Careful testing of measurement instruments and long redesign pro-

cesses lead to lags in capturing emerging crimes, such as identity 
theft. 

•	 Data collection takes considerable time, so that annual estimates 
are only available months after the end of the year in which the 
crimes occurred.

Alternative Approaches

Alternative data sources on crime include the Uniform Crime Reports 
(UCR), which is based on police administrative records. The UCR Summary 
System covers jurisdiction-level counts of seven index crimes that are col-
lated and published by the FBI. The scope of this collection has remained 

2 See https://www.bjs.gov/index.cfm?ty=dcdetail&iid=245#Collection_period [August 2017].
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essentially constant since 1929. Several features make the UCR an attrac-
tive alternative. The UCR is intended to be a census of about 18,000 police 
departments covering the whole country; however, there are lots of missing 
data. It provides consistent classification over time, with only modest peri-
odic changes: arson was added in 1978, and hate crimes in the 1980s. The 
UCR also can provide monthly data, allowing for finer granularity in time, 
as well as granularity in geography because of the jurisdiction-level counts 
of the major crime categories. 

However, the UCR also has its own errors and limitations (Biderman 
and Lynch, 1991; Lynch and Addington, 2007): 

• It is restricted to crimes reported to the police, and the NCVS has 
found that more than 50 percent of crimes reported by victims are 
not known to the police. 

• The data are reported at the jurisdiction level and cannot be dis-
aggregated. That is, one cannot obtain counts of offenses or rates 
of crimes for a subjurisdictional area or any subpopulation in the 
jurisdiction. 

• There is virtually no information provided on the characteristics of 
victims or offenders or the circumstances of the incident. 

• Police jurisdictions map poorly onto census classifications of places 
that serve as the denominator of crime rates. 

• There is little enforcement of standards of reporting. Although the 
FBI provides training and audits to check for appropriate count-
ing and classification of offense, there is no way to ensure that all 
eligible crimes are included. (The FBI collates the reported data but 
does not provide a warrant of quality.) Occasional audits are per-
formed on a small number of agencies annually, but they focus on 
counting rules and proper classification and not on the complete-
ness with which eligible incidents are reported. Police agencies may 
also misreport or misclassify crimes: for example, the Los Angeles 
Times found that nearly 1,200 violent crimes had been misclassified 
by the Los Angeles Police Department as minor offenses, resulting 
in a lower reported violent crime rate.3

• The system is voluntary at the national level. There are mandatory 
reporting laws in states that require that local police report to the 
states, but there are no requirements to report to the UCR. There 
are also few instances in which a state mandatory reporting law 
has been invoked for a jurisdiction’s failure to report. In addition, 
unit missing data is assessed on the basis of jurisdictions that have 

3 See http://www.latimes.com/local/la-me-crimestats-lapd-20140810-story.html [August 2017].
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previously reported to the UCR, so units that have never partici-
pated are not counted as missing. 

In addition to the data available in the Summary System, the UCR also 
includes the National Incident Based Reporting System (NIBRS), which 
contains data on crime incidents rather than jurisdiction-level counts. Cur-
rently, however, this data system is available only in a relatively small pro-
portion of police agencies, and it substantially underrepresents the larger 
jurisdictions that contain most of the crime. 

This would appear to be a situation in which combining data from 
the different sources (see Chapter 2) could greatly enhance the value of the 
estimates. BJS’s small-area estimation program (see National Academies 
of Sciences, Engineering, and Medicine, 2017b, Ch. 2) illustrates how the 
UCR Summary System and the NCVS could be used jointly to increase 
understanding of crime in states and other subnational areas (see also Li 
et al., 2017). As NIBRS, through the National Crime Statistics Exchange 
(NCS-X),4 is implemented more broadly across the nation, the blending of 
NCVS and NCS-X data could be done at the incident level, which would 
substantially increase the ability to leverage the two data sources. The fact 
that both NCS-X and NCVS are sample based may pose problems for such 
estimates, but the emphasis on large cities in both data collections may 
afford sufficient overlap for useful estimation. 

Measuring Inflation

Current Approach

The Consumer Price Index (CPI), produced by the Bureau of Labor 
Statistics (BLS), provides monthly data on changes in the prices paid by 
urban consumers for a representative basket of goods and services. The 
CPI has three major uses. First, the CPI is an economic indicator and the 
most widely used measure of inflation. Second, the CPI is a deflator of other 
economic series: the CPI and its components are used to adjust other eco-
nomic series for price inflation and to translate them into inflation-adjusted 
dollars. Third, the CPI is used to adjust wages: more than 2 million workers 
are covered by collective bargaining agreements that tie wages to inflation.5

BLS produces thousands of component indexes, by areas of the country, 

4 The NCS-X program is designed to generate nationally representative incident-based data 
on crimes reported to law enforcement agencies. It comprises a sample of 400 law enforcement 
agencies to supplement the existing NIBRS data by providing their incident data to their state 
or the federal NIBRS program. See https://www.bjs.gov/content/ncsx.cfm [September 2017].

5 See https://www.bls.gov/cpi/cpifaq.htm#Question_6 [August 2017].
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by major groups of consumer expenditures, and for special categories, such 
as services. In each case the index is based on two components—the “rep-
resentative basket of goods” and the price changes in that basket of goods. 
The market basket of goods is based on the Consumer Expenditure Survey 
(CE), which is a household survey conducted each year in a probability 
sample of households selected from all urban areas in the United States. In 
one part of the survey, 7,000 households are interviewed each quarter on 
their spending habits; an additional 7,000 families complete diaries for a 
2-week period on everything they bought during those 2 weeks. The CE 
produces a picture of the expenditure patterns of households and selected 
subgroups, in terms of the quantities of different products and services they 
bought during the period. These are combined across the households in the 
sample to provide a picture of the total expenditure patterns of the U.S. 
household population and for subsets of that population. The weight for 
an item is derived from reported expenditures on that item divided by the 
total of all expenditures. The most recent CPI market basket is based on 
data from CE for 2013 and 2014.

Separate surveys and visits to retail stores are conducted by BLS to 
obtain prices for goods and services used to calculate the CPI, which are 
collected in 87 urban areas throughout the country, covering about 89 
percent of the total U.S. population and about 23,000 retail and service 
establishments. Data on rents are collected from about 50,000 landlords 
or tenants. 

These massive data collection efforts are facing challenges. As we 
described in our first report, response rates for the Consumer Expenditure 
interview and diary surveys have declined (National Academies of Sciences, 
Engineering, and Medicine, 2017b, Ch. 2). Another major source of error 
in the CE is the quality of the measurement of expenditures, given that 
respondents are exposed to very lengthy questionnaires with many recall 
tasks. Facing many questions in a row about their expenditures and details 
about each expenditure item, respondents are likely to underreport and 
so shorten the interview (or skip recording items in the diary) in order to 
reduce the reporting burden (see National Research Council, 2013a). And, 
as for the NCVS, some people are not willing to participate in the survey, 
reducing the precision of the resulting estimates and possibly introducing 
bias (National Research Council, 2013b).

Alternative Approaches

The explosion in the availability of online consumer data suggests 
that this is an area in which there is enormous potential to use alternative 
data to supplement or replace the current measurement of inflation. One 
example of such an effort is the Billion Prices Project (BPP): it was initi-
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ated in 2007 to provide an alternative inflation index for Argentina, given 
widespread distrust of the official level reported by the national statistical 
office, and has since expanded to cover almost 80 countries (Cavallo and 
Rigobon, 2016). The objective of BPP was to substitute the collection of 
prices using web-scraping instead of visiting retail stores in person to collect 
prices. Although the data are dispersed across hundreds of websites and 
thousands of web pages, advances in automated scraping software now 
allow design and implementation of large-scale data collections on the web. 

The main advantage of web-scraping is that sampling and nonresponse 
errors are minimized—and in some circumstances they might go to zero.6 
Furthermore, detailed information can be collected for each good, and 
new and disappearing products can be quickly detected and accounted 
for. Online data collection is cheap, fast, and accurate, making it an ideal 
complement to traditional methods of collecting prices, particularly in 
categories of goods that are well represented online, such as food, personal 
care, electronics, clothing, air travel, hotels, and transportation. In addition 
to being well-represented online, these sectors reflect prices that are close 
to the prices from all transactions (i.e., offline transactions are the same 
prices), making the data of high quality. In some sectors the data quality is 
less desirable. Gasoline is an example: gasoline is not bought online, and 
the prices are collected by third parties and then shown online. The qual-
ity of this procedure depends dramatically on how the data are collected 
and curated before they are shown. Because information about prices on 
the web may be very good in some sectors but seriously deficient in others, 
there is a continuing challenge to develop a described, researched error 
structure for a hybrid approach, which would combine information from 
different sources to calculate an index of inflation.

To create an inflation index, consumption quantities are needed in addi-
tion to prices. Information on quantities is essentially nonexistent online (at 
least not accessible through web-scraping). For the BPP, the consumption 
quantities (i.e., the data to construct the weights) come from a combination 
of the CE and inferences on how the web pages are organized. Therefore, 
the construction of online-based inflation indexes uses a hybrid approach 
of survey and alternative data sources, both the prices and quantities. 

6 Nonresponse errors would be zero if all selected websites were able to be scraped. Sampling 
errors would be zero if the relevant universe was completely covered.
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A New Entity to Provide 
Vital Information Through 
Enhanced Federal Statistics

In the panel’s first report we summarized our finding regarding the need 
for a new entity to meet the nation’s need for statistics (National Acad-
emies of Sciences, Engineering, and Medicine, 2017b, p. 102): 

The panel believes that the nation needs a secure environment where ad-
ministrative data can be statistically analyzed, evaluated for quality, and 
linked to surveys, other administrative datasets, and other data sources. 
Such an environment would need to have the authority to control access 
for statistical purposes. It would also have to use and continually evaluate 
and enhance privacy measures. Integration of these efforts into a single en-
tity could achieve many benefits if all statistical agencies could use a secure 
data-sharing environment. Without a new entity, no scaling of expertise 
can occur in privacy protection measures, statistical modeling on multiple 
datasets, and IT [information technology] architectures for data sharing. 

On the basis of that finding, we made the following recommendation: 

A new entity or an existing entity should be designated to facilitate 
secure access to data for statistical purposes to enhance the quality of 
federal statistics. (National Academies of Sciences, Engineering, and 
Medicine, 2017b, Recommendation 6-1, p. 102)

Although some of the recommendations in this report for improving 
federal statistics could be carried out by individual agencies, or by coop-
erative agreements among agencies, the panel believes that the best way 
forward is to create a new entity that will provide a secure environment 
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for analysis of data from multiple sources, coordinate acquisition and use 
of data, and identify and facilitate research on the challenges that are com-
mon across agencies.

In this chapter, we elaborate the potential different ways this entity 
might operate and the pros and cons of those approaches. There are many 
questions that need to be addressed in the creation of this new entity, and 
many are outside the scope of the panel. However, in some areas we do 
believe there is a clear approach to follow, so we offer recommendations. 

There are many stakeholders, including the federal statistical agencies, 
data providers, and data users who are vital to the success of an endeavor 
like the one the panel is recommending. In addition, the Commission on 
Evidence-Based Policymaking is currently studying ways to make survey 
and administrative data accessible for program evaluation purposes.1 We 
view our efforts in this domain as complementary to and informative to 
those of the commission. Our goal is for this report to help initiate a more 
detailed discussion among the stakeholders to identify the best path for-
ward for the federal statistical system to provide the objective and reliable 
information that the country needs to inform decisions by policy makers, 
businesses, and individuals. 

First and foremost, the panel intends this new entity to be a reinforce-
ment and enhancement of ongoing and increasing efforts of the federal 
statistical agencies. The mission of the new entity would be to assist federal 
statistical agencies to reduce the costs and increase the value of national sta-
tistics by integrating data from multiple data sources. The entity would be a 
service provider to federal statistical agencies, providing increased access to 
data from surveys; federal, state, and local administrative data; and private-
sector data. The panel believes that the recommended entity would need 
the same legal protections and secure environment as a federal statistical 
agency. Furthermore, any data accessed through the entity would be used 
only for statistical purposes: specifically, data accessible through the entity 
would not be used by any agency for any administrative, enforcement, or 
regulatory purpose that would affect the rights, privileges, or benefits of 
any individual, business, or organization. 

Given current technological capabilities and concerns about privacy, 
the entity would likely store minimal data itself; rather, it would use secure 
software technology to seamlessly access and link data from other owners 
without burdening users. The panel does not envision this new entity as a 
new data warehouse or national data center, in part because the privacy 
loss from a data breach can be ameliorated by not collecting and storing 
all the data in one place or by carefully partitioning and encrypting the 
data (see Chapters 3 and 4). Administrative procedures would reinforce the 

1 See https://www.cep.gov [August 2017].
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privacy-preserving analyses and strictly statistical uses that are permitted 
on the data. Staff of the entity would have the necessary legal authority to 
have access to key data sources for the entity’s statistical agency clients. 
The staff would have the technical expertise to clean, curate, and link data 
for privacy-preserving analyses. The entity would also provide technical 
assistance to federal statistical and program agencies, as well as state and 
local program agencies and external researchers. Finally, the entity would 
be constantly evaluating new information security practices in an ever-
changing world to ensure that the information technology used to link and 
analyze data is among the strongest and safest methods currently available. 

The next section details the panel’s conception of the recommended 
new entity.

ATTRIBUTES OF THE NEW ENTITY

In our first report, we noted that this new entity could be successful 
and sustainable for sharing data only if it met the following prerequi-
sites (National Academies of Sciences, Engineering, and Medicine, 2017b, 
p. 105):

1. It has to have legal authority to access data that can be useful for 
statistical purposes. The legal authority needs to span cabinet-level 
departments and independent agencies. 

2. It has to have strong authority to protect the privacy of data that 
are accessed and prevent misuse. At minimum, that authority needs 
to be commensurate with existing laws (CIPSEA [the Confidential 
Information Protection and Statistical Efficiency Act of 2002], the 
Privacy Act), but it may also require new legislation. 

3. It has to have authority to permit appropriate uses for the extrac-
tion of statistical information from the multiple datasets relevant 
to program evaluation and the monitoring of policy-relevant social 
and economic phenomena. The authority needs to delimit what 
uses are forbidden as well as what uses are encouraged. 

4. It needs to be staffed with personnel whose skills fit the needs of 
the recommended entity, including advanced IT architectures, data 
transmission, record linkage, statistical computing, cryptography, 
data curation, cybersecurity, and privacy regulations. 

In our first report, we identified the key questions that would need to 
be addressed in creating an entity that would respond to the challenges that 
statistical agencies have had in accessing, evaluating, and using administra-
tive and private-sector data sources for federal statistics. In this section, we 
discuss the following attributes of the recommended entity: organizational 
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location, the environment for data access, the functions of the entity, access 
for external researchers, transparency, privacy protections, governance of 
the entity, and financing. The requisite skills of the staff are discussed 
throughout the section. 

Organizational Location

One of the most fundamental questions to be addressed is the orga-
nizational location of the recommended entity. One option is for it to 
be a part of the federal government. In this case, would it be an existing 
federal statistical agency or existing unit within a statistical agency, a new 
unit within an existing statistical agency, or a new free-standing statistical 
agency? Another option is for it to exist outside the federal government, 
as a new Federally Funded Research and Development Center (FFRDC) or 
as a new private-government-academic institution with shared governance. 
Whether the entity is part of the federal government or not carries a host 
of legal implications for accessing and providing access to data covered by 
federal privacy and statistical confidentiality laws. There are also implica-
tions for how the entity works with existing federal statistical agencies, 
funding, and staffing. 

Option: A Federal Statistical Agency

Legal Authorities and Protections  All federal statistical agencies are 
covered by CIPSEA. Many of these agencies’ authorizing statutes also pro-
vide confidentiality protections and restrictions on using information they 
acquire for exclusively statistical purposes. This common legal framework 
and culture of statistical uses and data confidentiality supports the option 
designating an existing statistical agency or unit as the recommended new 
entity or creating a new unit or statistical agency that would be covered by 
this framework. 

The entity needs to be collaborative with federal statistical agencies 
while providing a platform for data sharing and enhancement of statistical 
programs, as well as for facilitating much needed collaborative research 
with administrative and other new sources of data. Because federal sta-
tistical agencies currently collaborate with each other on specific surveys, 
and more generally through the Interagency Council on Statistical Policy, 
the Federal Committee on Statistical Methodology, and other interagency 
working groups, the entity would be an integral part of the statistical sys-
tem. The panel believes that the entity has to be within the federal statisti-
cal system. The panel believes that if the recommended entity is created as 
a federal agency, it should also be a federal statistical agency or unit. The 
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panel does not believe a federal agency outside of the federal statistical 
system could adequately fulfill the mission of the entity. 

To fulfill the goals of the recommended entity, existing administrative 
and legal barriers limiting access to useful federal administrative data would 
need to be altered to permit the entity to access those data for statistical 
purposes. These barriers would need to be addressed regardless of the 
entity’s location —in an existing federal statistical agency or unit, as a new 
unit in an existing statistical agency, or as a new statistical agency. 

If the new entity is created as a new free-standing federal statistical 
agency, its authorizing statute would need to provide a legal framework 
that would give it the authorities listed above to access the necessary data, 
protect the privacy and confidentiality of the data, and ensure that the data 
are used only for statistical purposes. Creating the entity as a new federal 
statistical agency covered under CIPSEA would cover the protection of 
data, but new legislation giving the entity authority to acquire data would 
also be needed. 

Advantages and Disadvantages In considering whether an existing 
statistical agency or unit should be designated as the recommended entity, 
it is important to keep in mind the large variation in the size and capabili-
ties of the statistical agencies in the decentralized federal statistical system. 
Table 7-1 shows the fiscal 2016 budgets and the number of staff for the 
13 principal statistical agencies (U.S. Office of Management and Budget, 
2017). Many of the statistical agencies have very small budgets and few 
staff, and many rely on the Census Bureau or private-sector contractors 
for data collection and other statistical activities to support their mission. 
Therefore, if an existing statistical agency or unit is designated as the entity, 
one of the larger statistical agencies would be better able to realistically 
meet the needs of all of the other statistical agencies. 

Two possible candidates are the Census Bureau and the bureau’s Cen-
ter for Administrative Records Research and Applications (CARRA). The 
Census Bureau has invested substantial resources for and has amassed 
considerable technological infrastructure and technical staff for linking and 
processing survey and administrative data in CARRA. Because the Census 
Bureau is the largest federal statistical agency and currently collects survey 
data for many of the other statistical agencies, it has a large staff with 
extensive expertise and could be a natural home for accessing other data 
sources as well. The Census Bureau also created a network of 24 research 
data centers around the country, now known as Federal Statistical Research 
Data Centers (FSRDCs), which include more datasets and active participa-
tion by other statistical agencies so that they can also provide access to 
their data for external researchers. This established infrastructure would 
be a valuable foundation for the new entity. 
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However, there could be challenges in designating any existing agency 
or unit as the recommended new entity. It could be a challenge for an 
existing statistical agency (such as the Census Bureau) or a unit within an 
agency (such as CARRA) to serve all other agencies fairly: the entity may 
be inclined to be more responsive to the needs of its own statistical pro-
grams. Also, an existing agency has statutory and budget ties to its parent 
department, which may make it difficult to serve other statistical agencies 
equally and fairly, to understand their data needs, and to expend efforts and 
resources to acquire access to datasets of particular use to other agencies. 

Creating a new federal statistical agency as the entity could level the 
playing field and address the uncertainties of designating an existing agency 
or unit as the entity; however, it would introduce many other challenges 
and potential areas of concern. Creating a new agency would require con-
siderable time, resources, and skilled personnel to set up and operate, as 
well as new appropriations, at least initially. It would also need to establish 
relationships with existing federal statistical agencies, as well as federal pro-
gram agencies that have administrative data useful for federal statistics. It 
would need to create an organizational culture of service to other agencies. 
As noted above, its authorizing legislation would need greater authority and 

TABLE 7-1 Fiscal 2016 Budgets and Staffing for the 13 Principal 
Statistical Agencies

Agency
Budget  
(in millions of $)

Staffing 
Levelsa 

Bureau of Economic Analysis 105.1 517
Bureau of Justice Statistics 50.2 55
Bureau of Labor Statistics 609.0 2,569
Bureau of Transportation Statistics 26.0 84
Census Bureaub 1,368.4 13,625
Economic Research Service 85.4 365
Energy Information Administration 122.0 347
National Agricultural Statistics Service 168.4 1,118
National Center for Education Statistics 332.6 120
National Center for Health Statistics 160.4 554
National Center for Science and Engineering Statistics 58.2 52
Office of Research, Evaluation, and Statistics 26.1 68
Statistics of Income, Internal Revenue Service 36.9 122

 aStaffing is full-time equivalents.
 bIncludes funds for the decennial census.
SOURCE: Data from U.S. Office of Management and Budget (2017). 
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rights than any statistical agency currently has to acquire administrative 
data from federal program agencies. 

Governance Wherever the recommended entity is located within the 
federal statistical system, there will need to be a structure for governance 
of its activities that ensures service to all federal statistical agencies to 
maximize the benefits the entity can provide across the decentralized sta-
tistical system (see further discussion below). Achieving meaningful shared 
governance of the entity could be difficult to accomplish given the nine dif-
ferent cabinet departments that house statistical agencies or units. If a free-
standing new federal statistical agency is created, careful planning would 
be needed for its governance structure and for appropriate authority for 
the head of the entity as part of the legislation authorizing the new agency. 

Option: A Federally Funded Research and Development Center

Although the reasoning above notes many advantages of locating the 
new entity as a part of the federal government and in an existing statistical 
agency, concerns have been raised in recent years that there are a variety 
of cultural and institutional barriers to innovation in the nation’s statisti-
cal agencies (see National Research Council, 2011). Federal statistical 
agencies focus most of their attention and resources on producing reliable 
statistics and meeting demanding schedules for data collection, processing, 
and release. Research and development of new methods, data sources, and 
statistical techniques, which is needed to initiate new processes and new 
products, often has schedules that can be difficult to integrate with a pro-
duction culture (see, e.g., Dillman, 1996). Furthermore, relevant research 
is currently scattered across the decentralized system, without a central 
focused agenda (see National Research Council, 2011), and research capac-
ity within agencies is also spread very thin outside of the larger agencies 
(see National Research Council, 2014b). 

The federal government’s ability to attract and retain people with the 
needed skills is also a factor to be considered. Indeed, we noted in previous 
chapters key areas in which more skilled staff or additional training for 
existing staff will be needed to undertake more analyses with multiple data-
sets. A recent study (U.S. Government Accountability Office, 2017) found 
mission critical skills gaps at the Census Bureau, putting the 2020 census on 
the high-risk list. In addition, the federal government overall is facing the 
potential loss of highly skilled staff, with 30.8 percent of the workforce eli-
gible for retirement by 2019, and the percentage of those potential retirees 
at several of the major statistical agencies is even higher (U.S. Government 
Accountability Office, 2015). Furthermore, attracting statisticians, data 
scientists, and IT specialists with the needed skills will be difficult given 
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the high demand for these professions in academia and the private sector2 
and the fixed nature of the federal pay scale, which is often not competi-
tive with market rates for these occupations. For example, the latest salary 
survey conducted by the American Statistical Association showed lower 
salaries across all percentiles of income (from $5,000 to $123,000) for 
federal government statisticians than for industry statisticians (Hall and 
George, 2016). Another challenge in recruiting highly qualified staff is the 
requirement that federal employees be U.S. citizens, which is problematic 
because the majority of new Ph.Ds in statistics in the United States are not 
U.S. citizens (National Center for Science and Engineering Statistics, 2015). 

These factors led Habermann (2010) to propose creating an FFRDC 
for innovation for the federal statistical system. FFRDCs, which include 
facilities such as the Jet Propulsion Laboratory (sponsored by the National 
Aeronautics and Space Administration) and the Los Alamos National Labo-
ratory (sponsored by the Department of Energy),3 are hybrid organiza-
tions designed to meet federal needs through private organizations (Kosar, 
2011). They are more flexible than federal agencies and are not restricted 
by civil service rules and wages. Kosar (2011) notes that a great strength 
of FFRDCs is their ability to assemble teams of technical experts on a proj-
ect basis. Habermann notes that an FFRDC would also promote stronger 
ties between the federal statistical agencies and the academic community, 
which would help bring the problems of the federal statistical agencies to 
the attention of academic researchers and provide a pipeline for students to 
learn more about federal statistics and the statistical system. 

A number of issues would need to be addressed if the panel’s recom-
mended new entity is an FFRDC. The legal framework for the acquisition, 
protection, and use of data only for statistical purposes is a fundamental 
requirement for the entity, and it is unclear whether an FFRDC could oper-
ate like a statistical agency and have the authority to acquire and protect 
data and permit only statistical uses of the information. For the entity to 
be successful, it would need to have even broader authority to acquire data 
than that of any statistical agency. It is also unclear which agency or depart-
ment would sponsor and fund the recommended entity as an FFRDC and 
how other statistical agencies would work with, participate in the gover-
nance of, and benefit from it. 

2 See https://www.bls.gov/ooh/math/statisticians.htm [September 2017], https://www.bls.gov/
ooh/computer-and-information-technology/computer-systems-analysts.htm [September 2017], 
and https://www.bls.gov/ooh/management/computer-and-information-systems-managers.htm 
[September 2017]. 

3 For a complete list, see https://www.nsf.gov/statistics/ffrdclist/ [August 2017]. 
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Option: A University-Based Public-Private Research Center

Another potential model for the recommended new entity could be 
outside of the government in a public-private research center managed by 
a university. There have been other research and data enclaves established 
at universities for the purpose of creating a platform for providing greater 
access to administrative and private-sector data sources for research to 
benefit the public good, and some have relationships with federal statistical 
agencies: for an example, see Box 7-1. The Institute for Research on Inno-
vation and Science at the University of Michigan has an agreement with the 
Census Bureau, which permits linking of university administrative data with 
the demographic and business data from the Census Bureau.4 The linked 
data can then be accessed and analyzed through FSRDCs. 

A public-private research center managed by a university would have 
many of the advantages of the FFRDCs in terms of attracting highly skilled 
personnel outside of the constraints of the federal civil service regulations, 
and also offer a pipeline for attracting students to work for the entity or 
federal statistical agencies. A public-private entity could more easily be 
sponsored and supported by a number of agencies or departments rather 
than a single one, as is typical for FFRDCs. 

However, a number of issues would need to be addressed to determine 
whether this approach would be able to fulfill the requirements for the 
entity. The legal framework for the acquisition, protection, and use of data 
for statistical purposes only is a fundamental requirement for the entity, and 
it is unclear whether a university-based public-private research center could 
operate like a statistical agency and have the authority to acquire and pro-
tect data and permit only statistical uses of the information. For the entity 
to be successful, it would need to have even broader authority to acquire 
data than any statistical agency currently has. Given the large variation in 
the size and resources of the different statistical agencies and units, there 
could be concerns that smaller agencies would not be able to participate or 
benefit as much from this approach as larger agencies. 

Conclusion

Each of the three location choices for the recommended new entity 
has advantages, and they will all need to address potential challenges. The 
tradeoffs will need to be carefully considered to best meet the needs of the 
stakeholders while fulfilling the primary mission of the new entity. Wher-
ever the entity is located, the mission of the entity should remain focused 
on using any data for statistical purposes only. 

4 See http://iris.isr.umich.edu/ [August 2017]. 
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BOX 7-1  
Example of a University-Based Public-Private Research Center: 

New York University Administrative Data Research Facility 

In 2017, the Census Bureau and the Laura and John Arnold Foundation 
funded the development of a pilot administrative data research facility that allows 
local, state, and federal employees (and selected researchers) access to data 
from different agencies that otherwise would not meet. Managed by New York 
University, the Administrative Data Research Facility (NYU/ADRF) exemplifies 
how a computing platform might meet the needs of statistical agencies. 

The NYU/ADRF provides a secure platform to host confidential microdata. 
The platform makes use of Amazon’s cloud-based utility web services and has 
completed a Federal Risk and Authorization Management Program (FedRAMP) 
authorization, which is a U.S. government-wide program that delivers a standard 
approach to the security assessment, authorization, and continuous monitoring 
for cloud products and services. 

The NYU/ADRF provides a set of data analysis components that can be 
combined in different ways, within a secure NYU/ADRF boundary, to meet a wide 
range of analytical needs. In addition, the NYU/ADRF has developed a library of 
reusable programs that implement algorithms and strategies that can be used for 
de-identified comparison across datasets.  

The NYU/ADRF uses a data model that pulls largely from metadata stan-
dards, such as Dublin Core, the Data Catalog Vocabulary, and the Project Open 
Data Metadata Schema. This approach to describing datasets facilitates their 
discoverability across domains and research uses. The data stewardship module 
provides dataset management to NYU/ADRF. The module controls who has ac-
cess to which data and what content is related to that data to answer questions 
that data stewards typically ask, such as: “Which projects use my data?” “How are 
my data being used?” “Which by-products were generated by whom?”

The pilot ADRF contains data from the Illinois Department of Corrections, 
the Illinois Department of Employment Services, the Illinois Department of Human 
Services, and the New York City Center for Innovation through Data Intelligence, 
as well as Title 13 protected data, such as microdata from the American Commu-
nity Survey and the Longitudinal Employer Household Dynamics program. About 
100 employees from 40 different local, state, and federal agencies have learned 
to use the environment and analyzed the data jointly to document the postrelease 
employment of formerly incarcerated individuals, examine the postrelease returns 
to value-added education and training while incarcerated, predict recidivism, and 
investigate the value of place-based interventions.

RECOMMENDATION 7-1 The recommended new entity for meeting 
the statistical needs of the nation should follow the principles and prac-
tices for federal statistical agencies and permit information accessed 
through it to be used for statistical purposes only.
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Functions

Approaches

One could create an entity that is simply an environment in which 
access is provided to data for statistical purposes. In this case, the entity 
would be staffed by data curators and experts in data merging, matching, 
and dataset construction, as well as experts in IT, cryptography, cyber-
security, and privacy regulations. However, the data analysis would be 
conducted by others who have been authorized to access data through the 
entity. This approach would focus the functions of the new entity on the 
minimum necessary to provide access to datasets and provide the services 
that users would need. Most of these would have minimal overlap with 
statistical agencies. In this approach, users would need relevant statistical 
and subject matter expertise to get useful results. 

Alternatively, the entity could be a “full-service” research institute, 
and its staff would include not only those noted above, but also statisti-
cians, economists, and other substantive experts who can analyze the data 
accessed through the entity and provide technical assistance to users. This 
approach would expand the functionality of the entity and provide more 
support to outside users. Potentially, the entity could also build staff capac-
ity to produce statistical products or to provide products to external clients 
on a reimbursable basis. This functionality could supplement existing sta-
tistical agency capacity and capabilities, though it could also result in the 
entity providing services that were formerly contracted to the private sector. 

There are many possibilities between these two ends of a continuum 
of functionality for the new entity. The primary advantage of creating an 
entity that provides only the minimal services necessary to provide an envi-
ronment for accessing data is the limited scope and therefore simplicity of 
the mission. Such a scope would retain the expertise and independence of 
the federal statistical agencies while ensuring the entity operates as a service 
provider. This would serve to keep the entity tightly focused on specific 
issues related to data linkage, security, privacy, and access that apply to 
the entity itself. It would help address issues of access and would operate 
effectively when federal statistical agencies have expertise in their subject 
matter areas and are best equipped to examine and determine the quality 
of different data sources for their domains. 

In contrast, a major advantage of a full-service entity is that it could 
provide more support and services to a number of statistical agencies (as 
well as outside researchers, as discussed below) in a variety of beneficial 
ways. For example, a researcher working for the new entity could develop 
considerable expertise with different administrative datasets and be able 
to conduct the analysis and provide the results a statistical agency needs, 
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rather than the agency having to invest the time it would take to train its 
staff to use the new data source. Some statistical agencies could contract 
with the entity to combine multiple existing data sources as they currently 
do for survey data collection and estimation. In this way, an agency could 
operate similarly as it currently does, but potentially be more effective and 
efficient with the resources and work of the new entity. A full-service entity 
would also have the potential to create more dynamic partnerships and col-
laborations both with academics and with researchers in the agencies and 
improve communication and application of research findings to a broad 
array of statistical programs. 

A potential drawback of the full-service approach is that it could lead 
to the entity growing considerably and expanding beyond a service pro-
vider, taking on the role of a federal statistical program or agency itself. 
Another potential drawback is that the entity’s work and research could 
be more attractive and interesting to various experts than the work and 
research at the statistical agency and so it would draw people from the 
agencies, especially if the entity can offer higher salaries than federal agen-
cies, as would be the case for an FFRDC or university-based research center. 

The panel believes that the optimal mix of services provided by the 
recommended new entity can best be determined by the federal statistical 
agencies and stakeholders, with attention to how their needs can best be 
met. However, we do recommend that the entity act as a service provider 
to federal statistical agencies. 

RECOMMENDATION 7-2 The recommended new entity should 
assist federal statistical agencies in identifying data sources that can 
most effectively inform the creation of national statistics, help develop 
techniques to use data from these sources to compute national statistics 
while respecting privacy and other protection obligations on the data, 
and nurture the expertise required to perform these functions.

As described in more detail below, we also recommend a phased imple-
mentation plan for the new entity that would permit regular and recurring 
review of what functions the new entity can best perform for federal sta-
tistical agencies to tailor the scope over time to maximize advantages and 
minimize disadvantages. 

Technological Environment for Data Access

One key aspect of the IT environment needed for combining multiple 
data sources is whether there would be a single centralized system in one 
location storing data from multiple sources, a distributed system using 
machines across many locations, or a federated system in which data are 
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in multiple locations under the control of the original data sources’ owners 
or intermediaries (see Chapter 3). To users, these systems may appear to 
be the same, with software in the distributed and federated environments 
performing the required pulls of data from multiple places as needed. In all 
these cases, data may be combined from multiple owners and from multiple 
locations to generate national statistics. The key difference between a feder-
ated and a distributed architecture is in the logical control and ownership: 
in a federated system, each member of the federation designs and owns its 
own data; in a distributed architecture, there is a single owner in charge. 

The panel does not envision this new entity as a new data warehouse 
or national data center, as the privacy loss from a data breach can be 
ameliorated by not collecting and storing all the data in one place or by 
carefully partitioning and encrypting the data (see Chapters 3 and 5). For 
these reasons, we expect that a distributed or federated architecture for the 
proposed integration of multiple data sources would be a better approach 
than a centralized approach and would still address the issues of access for 
administrative data by federal statistical agencies. 

From an engineering standpoint, there are multiple ways that one could 
design and build a new entity from an IT perspective, and these will change 
as technology changes. Ultimately, the IT infrastructure needs to be driven 
by the functions that the entity is intended to perform. 

From a practical perspective, a completely federated model may not 
be practical for some data providers because their systems cannot easily 
be queried directly to obtain the necessary data, or the owner would pre-
fer to provide an extract to the new entity on some periodic basis rather 
than permitting remote access. Because some data sources will be linked 
together, there may also be a need for a secure work space (whether physi-
cal or virtual) that contains the linked datasets rather than recreating the 
linkage every time an analysis is needed. Since some data sources change 
constantly, researchers may need to create a static extract or linked file that 
can be used for analysis. 

Similar issues arise for reproducibility of research studies, which 
requires that the code and data be preserved, as well as with studies that 
involve longitudinal analyses that require the preservation of historical 
editions of a dataset. These issues need to be anticipated and appropriately 
handled by the entity. 

The system design has implications not only for where the data are 
stored, but also for storing metadata. We anticipate that the data owners 
would most often be the best source for maintaining the most current and 
complete metadata. However, some datasets may not be well documented, 
and personnel working at or through the new entity may enhance the 
metadata, which would need to be stored by the new entity for potential 
future uses. As noted above, additional datasets may be created within the 
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new entity that need to have adequate provenance, including documenting 
linkage methods, data cleaning, and editing, which will also need to be 
retained by the new entity. 

IT solutions currently exist to create an effective entity for combining 
multiple data sources from different owners for statistical purposes, and we 
repeat here our conclusion from Chapter 3: 

CONCLUSION 3-2 A range of possible computing environments could 
enable use of multiple data sources for statistics. Federal statistical 
agencies will need to consider the governance, functionality, and flex-
ibility of a system, as well as the implications for protecting privacy and 
addressing data providers’ concerns regarding privacy. 

Access by Outside Researchers

As detailed in in the panel’s first report (National Academies of Sci-
ences, Engineering, and Medicine, 2017b), the broad use of federal statis-
tical data through applied social science research and policy analysis has 
greatly benefited U.S. society. Broad access and statistical uses of data by 
external researchers is important because multiple investigations are often 
needed to evaluate the status of the economy or society. Having multiple 
teams using different strategies and challenging each other’s findings is 
crucial to the scientific process. Moreover, investigators often generate 
important questions that otherwise would not have arisen. Therefore, the 
creation or designation of a new entity raises questions not only about how 
federal statistical agency staff would be able to access data through this 
new entity, but also whether and how external researchers would be able 
to similarly obtain access to data for statistical purposes. 

There are currently a variety of approaches for external researchers to 
access and analyze data from a statistical agency: collaborating with agency 
staff who themselves conduct the analyses, becoming a research affiliate of 
the agency subject to legal restrictions of all employees, and applying for 
data access outside the agency on a project-by-project basis. Some agencies, 
such as Statistics of Income of the Internal Revenue Service, have active 
programs pairing agency staff with outside researchers for statistical stud-
ies using their data. Other agencies provide nonfederal researchers access 
as an affiliate through a fellowship program, such as the fellows programs 
managed by the National Science Foundation and the American Statisti-
cal Association for some federal statistical agencies, including the Census 
Bureau and the Bureau of Labor Statistics.5 A number of agencies provide 

5 See https://www.amstat.org/ASA/Your-Career/ASA-Fellowships-and-Grants.aspx?hkey= 
7fa08de3-ecd5-4697-bd1c-b66470d21c9f [September 2017].
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access for statistical purposes to a limited number of external researchers 
who apply on a project-by-project basis using a variety of arrangements. 

Some agencies have provided online analysis systems for accessing their 
data, while others have used licensing arrangements that permit researchers 
to have access to the data at their own institutions, with legally binding 
agreements that describe the necessary security plans, inspections, and train-
ing required. FSRDCs and nongovernmental data enclaves are other options 
that provide either secure facilities or secure technological approaches to 
accessing microdata for approved statistical purposes. 

Although there are many options, as described above and in the panel’s 
first report, some researchers have noted that it can take a very long time to 
get approval for research projects and access to the data they need (Card et 
al., 2010). Although statistical agencies have strict protocols to ensure the 
confidentiality and appropriate use of their data, administrative applica-
tions and review processes can take considerably longer than necessary to 
meet those requirements. Such delays reduce the utility and use of federal 
statistical datasets for valuable research purposes. 

As described above, the recommended new entity is intended to act as a 
service provider for the federal statistical agencies. Its services could include 
some related to handling requests for access by outside researchers, includ-
ing review of research proposals, training in confidentiality requirements, 
and other procedures currently handled individually by the agencies whose 
data a researcher is seeking to access. Some or all of these tasks could be 
delegated to the new entity to implement on behalf of the agencies, reducing 
the burden on the statistical agencies and potentially imposing less burden 
on external researchers. 

As stated above, the primary goal of the new entity should be to pro-
vide access to data held by federal statistical agencies. A number of issues 
will have to be addressed to permit appropriately designated staff from dif-
ferent agencies to access and analyze survey and administrative data from 
other agencies with the appropriate controls, oversight, privacy protections, 
and governance. There are currently variations in how these are imple-
mented by different statistical agencies: the agencies and the U.S. Office of 
Management and Budget will need to consider either a common approach 
that would meet the needs of all the agencies or different tiers of require-
ments tailored to the restrictions tied to particular datasets (see Chapter 5). 
Once these procedures have been adequately worked out, consideration 
needs to be given to appropriately adapting them for external researchers. 

RECOMMENDATION 7-3 Statistical agencies and the recommended 
new entity should strive to provide federal agency researchers and 
external researchers access to data for exclusively statistical purposes, 
in a timely manner, in a way that is not administratively burdensome 
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and with strict adherence to confidentiality, privacy, and data security 
requirements. 

Privacy

Access to data by federal statistical agency personnel and external 
researchers is predicated on the ability to adequately protect the privacy of 
the data and ensure that it is used for statistical purposes only. The panel’s 
first report made clear that privacy protections must be at the forefront of 
the design and administration of the recommended new entity, using tech-
nological, statistical, and administrative approaches to secure data, along 
with up-to-date privacy-preserving and privacy-enhancing techniques. In 
Chapter 4 of this report, we reviewed the legal and computer science 
views of privacy and noted the implications for federal statistical agencies. 
Throughout our discussion of the entity, we have noted the fundamental 
importance of the legal framework protecting data for federal statistics and 
the restrictions on using these data for statistical purposes only, and we 
repeat the recommendation from Chapter 4: 

Recommendation 4-1 Because linked datasets offer greater privacy 
threats than single datasets, federal statistical agencies should develop 
and implement strategies to safeguard privacy while increasing acces-
sibility to linked datasets for statistical purposes. 

We further elaborated in our first report how federal statistical agen-
cies and the recommended entity will need to address both security threats 
and inference threats resulting from the use of multiple data sources. We 
noted that all federal agency IT systems are required to meet standards of 
the Federal Information Security Management Act of 2002,6 but the panel’s 
recommendations and suggestions likely exceed the current requirements in 
some areas. Federal statistical agencies also use a variety of inference con-
trol techniques. However, we noted in our first report that the techniques 
currently used do not provide a sufficient framework for addressing cumu-
lative privacy loss or for using a privacy loss budget (see also Abowd, 2016; 
Abowd and Schmutte, 2017), nor can they circumvent the fundamental law 
of information reconstruction (National Academies of Sciences, Engineer-
ing, and Medicine, 2017b, Ch. 5). In addition, as we note in Chapter 5 of 
this report, staff with skills in cryptography and computer science will be 
needed to research and use new privacy-preserving and privacy-enhancing 

6 See https://www.gpo.gov/fdsys/pkg/STATUTE-116/pdf/STATUTE-116-Pg2899.pdf [August 
2017].
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techniques for survey and linked datasets, and we repeat the recommenda-
tion from that chapter: 

RECOMMENDATION 5-1 Federal statistical agencies should ensure 
their technical staff receive appropriate training in modern computer 
science technology including but not limited to database, cryptography, 
privacy-preserving, and privacy-enhancing technologies. 

The recommended new entity could serve as a valuable center for 
coordinating research across the federal statistical system and the academic 
community on the application and evaluation of privacy-preserving and 
privacy-enhancing techniques for federal statistics. The entity would need 
to hire and continually train staff in state-of-the-art privacy protections. 
The environment of the entity and the data accessible through it should 
provide rich opportunities for exploring these issues, as well as provid-
ing opportunities to leverage expertise for the benefit of the entire federal 
statistical system. 

Transparency

For the recommended new entity to be sustainable, it will be critical 
that it acknowledges people’s right to know how their data are being used 
and that the concerns of the public and data providers guide its practices. 
As we noted in our first report, transparency and continuously improving 
privacy protections will need to be the hallmark of the entity as threats to 
privacy and confidentiality can be expected to continuously evolve. Trans-
parency will be fundamental to building the trust of those who provide 
data to the entity and those whose data may be accessed through the entity. 

The new entity will need to carefully consider how best to communi-
cate to the public useful information about its activities, the way data are 
accessed, the uses permitted of the data, and the privacy and data security 
protocols that the entity employs. The Administrative Data Research Net-
work in the United Kingdom has made strides in this area that are worth 
consideration (see Box 7-2). 

Federal agencies are currently required by the Privacy Act to publicly 
issue a notice for every system of records that they hold containing infor-
mation covered by the act, describing the contents and permitted uses of 
that information. Agencies have also recently been required by the U.S. 
Office of Management and Budget (2015) to produce an inventory of their 
datasets; one use of these inventories is to review existing administrative 
data holdings for potential statistical uses (U.S. Office of Management and 
Budget, 2014a). 

Whether or not the new entity is located in a federal agency, is an 
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FFRDC, or is a university-based public-private partnership, it is critical 
that the new entity strive for transparency in all of its activities. It will also 
need to give careful consideration to the best way to communicate with 
various audiences, including both its processes and the results of statistical 
programs and research projects that are conducted through the new entity. 

RECOMMENDATION 7-4 The recommended new entity should 
endeavor to maximize the transparency of its statistical activities by 
posting a summary of the data sources accessed through the entity on 
a public website. The summary should include the purpose and public 
benefit of the study, the data sources used, a brief description of the 
methodology, and links to resulting statistical products. 

As we discuss in Chapter 3, it will be important to provide provenance 

BOX 7-2  
The Administrative Data Research 

Network in the United Kingdom

The Administrative Data Research Network (ADRN) resulted from research 
commissioned by the Economic and Social Research Council and the Office for 
National Statistics to explore public understanding and views of administrative 
data, linking, and social research (Cameron et al., 2014). That research resulted 
in policy and communications recommendations that included explaining why the 
work is necessary, focusing on the societal benefits of social research, showing 
how projects have led to policy change or service improvement, and including 
public representation in the decision-making process. There is a listing on the 
ADRN website of all of the datasets that can be accessed through the network 
with a heading that states: 

We do not hold any datasets. A personal service is provided to all approved re-
searchers, where the ADRN negotiates with government departments to make access 
to specific datasets available on a case-by-case basis.a

There are also FAQs that cover the network, the data, the researchers, link-
ing data, the process, and privacy and security tailored to a general audience.b 
There is an approvals board that is composed of data holders, senior academics, 
an expert in data privacy and confidentiality, and lay members. This board reviews 
all research proposals planning to use the ADRN as a resource. There are also 
lay members on the overall governing board for the ADRN. 

aSee https://adrn.ac.uk/get-data/catalogue/ [August 2017].
bSee https://adrn.ac.uk/public-engagement/pe-across-the-network/faq/ [September 2017].
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for reproducing statistics and maintaining trust in federal statistics. In addi-
tion to providing external transparency, the new entity can also serve as a 
valuable scientific function, promoting the replication and reproducibility 
of statistics produced and the research conducted through the entity, as 
well as facilitating the creation of new statistics and research by maintain-
ing metadata, code, and appropriate documentation for other users. This 
information would be retained within the entity and only accessible to 
those authorized to access the specific data sources given the potential risks 
to privacy or confidentiality that might be ascertained from this detailed 
documentation. 

RECOMMENDATION 7-5 The recommended new entity should 
strive to facilitate replicability of the linkage, processing, and analyses 
conducted through the entity by compiling and storing metadata and 
documentation for authorized data users.

Financing 

Finding an appropriate ongoing funding source will be key to the sus-
tainability of the recommended new entity. The main source of funding is 
also clearly linked to the organizational location of the entity. If the new 
entity is located in the federal government, then it would presumably either 
receive direct appropriations from Congress or receive funding outside 
of the congressional appropriations process, such as through the Federal 
Reserve Board of Governors. An FFRDC would need to be sponsored by 
an existing federal agency and would therefore require funding from that 
agency’s budget. 

This primary source of funding could be supplemented by additional 
reimbursable agreements with federal statistical or program agencies if the 
entity is legally permitted to enter into these arrangements. Whether the 
entity could charge fees of outside users (and retain those fees for its own 
use rather than turn them over to the U.S. Treasury) would also depend on 
the legal authority for the entity. 

If the new entity is a public-private partnership based at a university, 
it could be funded by a federal statistical agency (or a consortium of agen-
cies), or it might receive some funding from other federal agencies support-
ing scientific research, such as the National Science Foundation and the 
National Institutes of Health. Similar to the arrangements noted above, 
supplemental funding could be obtained through reimbursable agreements 
with federal statistical or program agencies and charging fees of outside 
users. 

In the panel’s first report, we noted that the new entity would not take 
over federal statistical agency programs or authorities nor draw heavily on 
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the current limited federal statistical system resources. We expect the new 
entity to result in more cost-effective statistical programs and eventual cost 
efficiencies, but up-front investments will be needed to build the infrastruc-
ture for the new entity; establish agreements for accessing useful datasets; 
conduct research on the quality of the data sources for specific statistical 
purposes; develop statistical methods for linking, combining, and analyz-
ing data from multiple sources; and develop techniques for preserving and 
enhancing privacy and confidentiality while permitting statistical uses. It 
will be essential to keep a longer term perspective in mind when considering 
the entity’s financing: initial investments will pay dividends in better and 
more useful federal statistics and information for the country, as well as 
more cost-effective programs in the future. 

The panel recognizes that seeking additional funding for a new entity 
in the current fiscal environment will not be easy. As we describe below, we 
propose a phased implementation of the new entity so that it can demon-
strate its value and utility to a wide range of stakeholders and build support 
for additional funding for continuing and then expanding. The private sec-
tor is well aware of the value of data (Manyika et al., 2011), and some state 
and local governments have provided clear examples of the growing value 
of the ability to analyze and integrate large volumes of data (Fantuzzo and 
Culhane, 2015). Applying this same value proposition to federal statistics 
would allow better information not only for policy makers, but also for 
businesses, researchers, and the public and would further encourage and 
bolster state and local government efforts. 

Governance

In some sense, the governance of the entity will be driven by the loca-
tion of the organization and the authorizing legislation. If the recommended 
entity is created and established as a federal agency or unit, one would 
expect it to be run by a director, who reports to the umbrella agency or 
department and is also accountable to Congress. One would also expect 
an FFRDC or a university-based public-private partnership to be led by 
a director accountable to the funding agency or university or a board of 
directors. 

However, given the mission and nature of the recommended new entity, 
consideration should be given to additional structures and mechanisms for 
governance of the entity. Because its role as a service provider to federal 
statistical agencies is a fundamental rationale for existing, it is essential that 
the federal statistical agencies have a strong role in governing its activities. 
As we describe above, there are a range of functions and activities that the 
entity might conceivably adopt, and these may evolve by expanding or con-
tracting over time depending on the needs of the federal statistical agencies. 
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Given the decentralized nature of the federal statistical system, the structure 
needs to ensure that input is obtained from all of the statistical agencies and 
that the entity fairly addresses their needs. 

The recommended new entity will also serve and have responsibilities 
to data providers and data users. Although strong authority is needed for 
the new entity to be able to obtain data from different programs, it does 
not imply that strong partnerships are not needed with the program agen-
cies. The entity needs to be not only a strong steward of any data that are 
accessed through the entity, but also ensure that its staff, federal research-
ers, and external researchers working with the program agencies’ data pro-
vide useful feedback about the properties of the data and have an ongoing 
dialogue with program agencies about improvements. 

It will also be important for internal and external researchers to be able 
to examine the aspects of the operation of agency programs and potential 
effects of the program through the data and linking to other data sources 
to help improve the effectiveness and efficiency of the program, as well 
as to provide policy makers with valuable information to inform deci-
sions. Indeed, integrated data systems created by some cities and states are 
directed primarily at improving the efficiency and effectiveness of services 
being provided. To realize these benefits, it is vital that research access be 
provided in a reasonable manner while meeting all necessary requirements 
(as we recommend above), and researchers should have a voice in gover-
nance to ensure the entity is fulfilling its obligations in this regard. 

RECOMMENDATION 7-6 The director of the recommended new 
entity should report to a board of directors that includes representatives 
of the federal statistical agencies, experts on privacy, holders of data 
used in the entity, and users of statistical data. 

As we stress throughout this report, privacy is fundamental to the oper-
ation and sustainability of the recommended entity. Because of the diverse 
perspectives on privacy that need to be considered, the entity and the fed-
eral statistical system could benefit from regular discussions and advice in 
this domain. Furthermore, because data linkage may raise concerns from 
the public about privacy, efforts should be made to illustrate the benefits of 
the analyses of linked data. The recommended new entity should engage in 
ongoing dialogue with people and groups whose data are being analyzed 
and strive to develop case studies for which data linkages can improve data 
subjects’ lives or the economy.

 
RECOMMENDATION 7-7 The recommended new entity should have 
an advisory committee on privacy to inform and advise the federal 
statistical system on policies and current best practices. The advisory 
committee should include privacy advocates, data users, and members 
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of the public whose data may be accessed, as well as experts from sta-
tistics, computer science, and the legal profession. 

Finally, because the entity will serve federal statistical agencies in pro-
viding information for the public good and uphold principles and practices 
for a federal statistical agency (see Recommendation 7-1, above), it should 
have strong authority to ensure the integrity of its statistical operations. 

RECOMMENDATION 7-8 The legal foundation of the recommended 
new entity should foster independence from political and other undue 
external influence in providing access to data, linking and analyzing 
data, and producing and disseminating statistical information.

IMPLEMENTATION

As we note in Chapter 1, there may be concerns about creating a new 
entity that would provide greater access to data at a time of heightened 
privacy concerns over data breaches and potential misuse of data. There-
fore, the data accessed through the entity will need to evolve over time with 
careful oversight and demonstrated results. A strategic plan will be needed 
to describe milestones for expanding the data sources accessible through 
the entity. This plan will need to be carefully structured in phases, detailing 
outcomes for each phase and decision point. The first phase might cover 
5 years, at which time it would be useful to have a comprehensive review. 
Further expansion of the entity’s access and capabilities will then be predi-
cated on successful stewardship during the first phase and demonstrated 
benefits for federal statistics. In this way, stakeholders can ensure that the 
entity is serving its intended purposes and that any concerns are being 
adequately addressed. 

The first phase needs, at a minimum, to include a broader statistical 
use of data collected and acquired by one federal statistical agency by other 
statistical agencies than is currently done. Access to specific datasets will 
need to be controlled on a project-approved basis, but the uses do not nec-
essarily need to be limited to a single project or a single statistical agency. 
This access would include survey data collected by the statistical agency 
as well as federal administrative data acquired by the agency. Currently, 
a federal statistical agency may only be able to access administrative data 
from a state or another federal agency for one statistical program in its 
portfolio even though other programs could benefit: such expanded access 
would further improve the cost efficiency of the agency and the utility of 
its statistical products. And other statistical agencies, with the same legal 
protections and requirements for safeguarding the privacy and confidential-
ity of the data and similarly secured computing environments, also cannot 

Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


A NEW ENTITY TO PROVIDE VITAL INFORMATION 155

currently access those data for their statistical programs. As we noted in 
our first report, the country can no longer afford these costly restrictions, 
and we noted that legal or administrative changes may be needed to change 
this situation (National Academies of Sciences, Engineering, and Medicine, 
2017b, Ch. 6). 

The first phase also needs to include expanded access to federal admin-
istrative and operational data that could be useful for federal statistics. For 
example, the Census Bureau has arrangements with a number of federal 
program agencies to obtain access to their data for statistical purposes. 
Other statistical agency programs would benefit from the same secure 
access to these same sources for statistical purposes. These arrangements 
would also need to include administrative data required for the administra-
tion of federal programs that is collected and owned by the states, such as 
the Supplemental Nutrition Assistance Program. In addition, it would also 
be valuable for data from other federal programs that produce administra-
tive records that could provide useful statistical information for the country 
to be accessible through the new entity. 

As we described in our first report, states and local governments also 
have other administrative data that have the potential to be used to provide 
valuable statistics for the country, and federal statistical agencies have made 
important steps in using some of these sources that should continue. How-
ever, these data might best be considered for the new entity in the second 
phase, after an evaluation can be made of the uses of federal administrative 
data for federal statistics. We expect that expanded data sharing with states 
will take more planning and strategic efforts than required for federal data 
sharing, including identifying appropriate incentives for states and local 
governments to provide access to their administrative data. There are a vari-
ety of arrangements that currently provide mutual benefits to the states and 
federal statistical agencies—such as the Longitudinal Employer Household 
Data system (see description in National Academies of Sciences, Engineer-
ing, and Medicine, 2017b, Ch. 3)—and we assume these arrangements will 
continue. However, given the potential greater complexity and additional 
concerns that might accompany including these efforts in the new entity, 
the panel believes they would be more appropriate for the second phase of 
implementation. 

Similarly, while the panel anticipates that some private-sector data will 
ultimately be part of the portfolio of the new entity (and statistical agen-
cies are currently exploring some sources), we believe these data could be 
included as part of the new entity in a later phase. There are a wide variety 
of types of data available from private-sector sources, and these will further 
need to be prioritized in terms of their likely utility for federal statistics that 
would be most beneficial for the country. Some sources, such as scanner 
data and some credit card transactions, are currently being used by some 
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statistical agencies, and we assume this work will continue. More broadly, 
private firms cannot provide the objective national statistics currently pro-
duced by the federal statistical agencies, although we think that some 
private-sector data sources could contribute to enhancing the timeliness 
and geographic detail of some federal statistics. However, a good deal of 
research and development will be needed to evaluate and use these sources 
for federal statistics. As noted in our first report, there are also other 
fundamental issues with private-sector data sources that will need to be 
addressed, as well as with the public-private partnerships or other arrange-
ments that agencies enter into with private firms to access their data (see 
National Academies of Sciences, Engineering, and Medicine, 2017b, Ch. 4). 

As we noted in our first report, the creation of a new entity will not 
by itself solve the many challenges facing the federal statistical system. As 
detailed above, the authority and mission of the recommended new entity 
will need to be clearly delineated. How this entity is created and how it 
functions will determine its ability to be an effective resource of and for the 
federal statistical system. 

We describe above the advantages and disadvantages of determining 
the location, functions, and other attributes of the recommended new 
entity, and there are many ways forward that would benefit federal statistics 
and the country. All possibilities have strengths and weaknesses and what 
might be optimal depends on the weight given to different factors. We can 
envision viable entities being created by giving greater independence and 
authority to CARRA or a statistical agency or by creating a new entity at 
a university through a public-private partnership or a new FFRDC. Each 
arrangement poses some slightly different challenges and requirements that 
will need to be addressed. What is most important is that the key stakehold-
ers embrace a viable approach and work together to create it and make it 
successful. We believe the broad federal statistical system welcomes the 
opportunities to innovate and is eager to work with the broad community 
of stakeholders to address the challenges ahead. 
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Appendix A

Executive Summary from Innovations 
in Federal Statistics: Combining Data 

Sources While Protecting Privacy

Federal government statistics provide critical information to the coun-
try and serve a key role in a democracy. For decades, sample surveys 
with instruments carefully designed for particular data needs have 

been one of the primary methods for collecting data for federal statistics. 
However, the costs of conducting such surveys have been increasing while 
response rates have been declining, and many surveys are not able to fulfill 
growing demands for more timely information and for more detailed infor-
mation at state and local levels.

The Panel on Improving Federal Statistics for Policy and Social Science 
Research Using Multiple Data Sources and State-of-the-Art Estimation 
Methods was charged to conduct a study to foster a paradigm shift in 
federal statistical programs that would use combinations of diverse data 
sources from government and private-sector sources in place of a single 
census, survey, or administrative records source. This first report discusses 
the challenges faced by the federal statistical system and the foundational 
elements needed for a new paradigm.

In addition to surveys, some federal statistics are derived from gov-
ernment administrative records, that is, data collected by government 
entities for program administration, regulatory, or law enforcement pur-
poses. Because these administrative records exist, there is interest in using 
them much more—both alone and in combination with surveys—to try to 
enhance the quality, scope, and cost-efficiency of statistical products and to 
reduce response burden on the public.

Not enough is known about the quality of these new sources of data, 
and considerable work is required to assess their usefulness for producing 
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statistics. Some may be useful as is; others may require scrubbing or statisti-
cal transformation. Furthermore, for statistical purposes, it may be neces-
sary to combine or blend multiple data sources, which is more complex 
than working with a single dataset. However, there are statistical methods 
and models for combining information from multiple data sources. 

Some administrative records held by federal agencies are prohibited 
from being shared among agencies. And for some records held by states 
and localities, there is no mandate and limited incentive to share them with 
federal statistical agencies.

CONCLUSION 3-4 Legal and administrative barriers limit the statisti-
cal use of administrative datasets by federal statistical agencies.

CONCLUSION 3-5 State and local governments may respond to incen-
tives from the federal government to provide access to their administra-
tive data by federal statistical agencies for statistical purposes.

RECOMMENDATION 3-1 Federal statistical agencies should sys-
tematically review their statistical portfolios and evaluate the potential 
benefits and risks of using administrative data. To this end, federal 
statistical agencies should create collaborative research programs to 
address the many challenges in using administrative data for federal 
statistics.

Large amounts of private-sector data—such as credit card transactions, 
scanner data, cell phone data, and Internet searches—are generated for 
commercial use. These sources hold the potential to improve the timeliness 
and level of detail of national statistics. These data are extremely diverse, 
and there are many issues of access, quality, and usability that would have 
to be addressed to consider them for federal statistical use.

RECOMMENDATION 4-1 Federal statistical agencies should sys-
tematically review their statistical portfolios and evaluate the potential 
benefits of using private-sector data sources.

RECOMMENDATION 4-2 The Federal Interagency Council on Sta-
tistical Policy should urge the study of private-sector data and evaluate 
both their potential to enhance the quality of statistical products and 
the risks of their use. Federal statistical agencies should provide annual 
public reports of these activities. 

Any consideration of expanding the use of data must have privacy as 
a core value. Federal privacy laws have established clear limitations on the 
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collection and use of personally identifiable information, and statistical 
agencies have a strong tradition of data confidentiality and stewardship. 
Nonetheless, data breaches pose real risks to the public. As federal statisti-
cal agencies seek to combine multiple datasets, they need to simultaneously 
address how to control risks from privacy breaches. Privacy-enhancing 
techniques and privacy-preserving statistical data analysis can be valuable 
in these efforts and enable the use of private-sector and other alternative 
data sources for federal statistics.

RECOMMENDATION 5-1 Statistical agencies should engage in col-
laborative research with academia and industry to continuously develop 
new techniques to address potential breaches of the confidentiality of 
their data.

RECOMMENDATION 5-2 Federal statistical agencies should adopt 
modern database, cryptography, privacy-preserving, and privacy-
enhancing technologies. 

In the decentralized U.S. statistical system, there are 13 agencies whose 
mission is primarily the creation and dissemination of statistics and more 
than 100 agencies that engage in statistical activities. However, there is cur-
rently no agency directly charged with facilitating access to and the use of 
multiple data sources for the benefit of the entire statistical system. There 
is a need for stronger coordination and collaboration to enable access to 
and evaluation of administrative and private-sector data sources for federal 
statistics.

RECOMMENDATION 6-1 A new entity or an existing entity should 
be designated to facilitate secure access to data for statistical purposes 
to enhance the quality of federal statistics. 

Privacy protections would have to be fundamental to the mission of 
this entity.

CONCLUSION 6-1 For the proposed new entity to be sustainable, the 
data for which it has responsibility would need to have legal protec-
tions for confidentiality and be protected, using the strongest privacy 
protocols offered to personally identifiable information while permit-
ting statistical use.

RECOMMENDATION 6-2 The proposed new entity should maximize 
the utility of the data for which it is responsible while protecting pri-
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vacy by using modern database, cryptography, privacy-preserving, and 
privacy-enhancing technologies.

There are many questions about how the entity would function and 
who would be able to access data for statistical purposes. The panel’s 
second report will examine organizational models for a new entity, quality 
frameworks for multiple data sources, statistical techniques for combining 
data from multiple sources, privacy-enhancing and privacy-preserving tech-
niques, as well as the information technology implications for implementing 
a new paradigm that would combine diverse data sources.
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Appendix B

Biographical Sketches of 
Panel Members and Staff 

Robert M. Groves (Chair) is the provost, Gerard Campbell professor in the 
Department of Mathematics and Statistics, and a professor in the Depart-
ment of Sociology, all at Georgetown University. His research focuses on 
the effects of the mode of data collection on responses in sample surveys, 
the social and political influences on survey participation, the use of adap-
tive research designs to improve the cost and error properties of statistics, 
and how public concerns about privacy affect attitudes toward statistical 
agencies. Previously, he served as director of the U.S. Census Bureau, direc-
tor of the University of Michigan Survey Research Center, and research 
professor at the Joint Program in Survey Methodology at the University of 
Maryland. He is an elected member of the National Academy of Sciences, 
the National Academy of Medicine, the American Academy of Arts and 
Sciences, and the International Statistical Institute and an elected fellow of 
the American Statistical Association. His 1989 book, Survey Errors and 
Survey Costs, was named one of the 50 most influential books in survey 
research by the American Association of Public Opinion Research. He has 
a bachelor’s degree from Dartmouth College, master’s degrees in statistics 
and sociology from the University of Michigan, and a doctorate in sociol-
ogy from the University of Michigan. 

Michael E. Chernew is a professor of health care policy in the Department 
of Health Care Policy at Harvard Medical School. He is also a research 
associate of the National Bureau of Economic Research. His research exam-
ines areas related to controlling health care spending growth while main-
taining or improving the quality of care, including consumer incentives to 

175

Federal Statistics, Multiple Data Sources, and Privacy Protection: Next Steps

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24893


176 FEDERAL STATISTICS, MULTIPLE DATA SOURCES, PRIVACY PROTECTION

align patient cost sharing with clinical value. Related research examines 
the effects of changes in Medicare Advantage payment rates, as well as 
the causes and consequences of rising health care spending and geographic 
variation in spending, spending growth, and quality. He is a member of 
the Medicare Payment Advisory Commission, an independent agency that 
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