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Consideration-Set Heuristics 
Abstract 

 Consumers often choose products by first forming a consideration set and then choosing 

from among considered products. When there are many products to screen (or many aspects to 

evaluate), it is rational for consumers to use consider-then-choose decision processes and to do 

so with heuristic decision rules. Managerial decisions (product development, marketing commu-

nications, etc.) depend upon the ability to identify and react to consumers’ heuristic considera-

tion-set rules. We provide managerial examples and review the state-of-the-art in the theory and 

measurement of consumers’ heuristic consideration-set rules. Advances in greedoid methods, 

Bayesian inference, machine-learning, incentive alignment, measurement formats, and unstruc-

tured direct elicitation make it feasible and cost-effective to understand, quantify, and simulate 

“what-if” scenarios for a variety of heuristics. These methods now apply to a broad set of mana-

gerial problems including applications in complex product categories with large numbers of 

product features and feature-levels. 

 

Keywords: consideration sets, decision heuristics, fast and frugal decisions, greedoid meth-

ods, machine-learning, Bayesian inference, self-explicated, incentive alignment, 

consumer behavior, marketing, product development 
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1. Introduction 

 Consumers often face a myriad of alternative products, whether it be deodorants (more 

than 30 brands on the market) or automobiles (more than 350+ model-make combinations). Evi-

dence suggests that consumers, who are faced with many products from which to choose, simpli-

fy their decisions with a consider-then-choose decision process in which they first identify a set 

of products, the consideration set, for further evaluation and then choose from the consideration 

set. There is also compelling evidence that consumers use heuristic decision rules to select the 

products for their consideration sets. Both the consider-then-choose decision process and the 

heuristic decision rules enable consumers to screen many products more rapidly with reduced 

cognitive and search costs and are thus both fast and frugal heuristics as discussed in Gigerenzer 

and Goldstein (1996, 2002), Gigerenzer and Selten (2001), and elsewhere in this issue. In this 

paper we review recent developments in the measurement of heuristics for consideration-set de-

cisions and the managerial implications of such heuristics. 

 We begin with examples where consideration sets are key to business strategy.  We then 

turn to the science and review arguments that it is typical, and rational, for consumers to simplify 

multi-product decisions with a consider-then-choose decision process and it is typical, and ra-

tional, for consumers to use decision heuristics to form consideration sets. With this motivation, 

we review the heuristics that have been identified and show that most can be represented by dis-

junctions of conjunctions. The heart of the paper reviews recent advances in the identification 

and measurement of decision heuristics and includes illustrations of how the knowledge of such 

heuristics affects managerial strategies. 

2. Managerial Relevance 

 In 2009 two American automakers declared bankruptcy. These two automakers were 
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once part of the “Big 3” and enjoyed a dominant position in the American market. However, 

through the 1980s and the 1990s consumers turned to a variety of Japanese and European manu-

facturers who provided vehicles that consumers perceived as more reliable, better engineered, or 

that met their needs more effectively. A US automotive manufacturer (disguised here as USAM) 

was faced with a situation around 2004-2005 where roughly half of US consumers (and 64% in 

California) would not even consider a USAM vehicle (Hauser, et al. 2010b). 

 In response, USAM invested heavily in quality, reliability, styling, and interior design to 

produce vehicles that would be rated well. By 2007 a USAM car was tied with Lexus as the most 

dependable vehicle (J. D. Power) and by 2008 a USAM car was the top-rated US vehicle in Con-

sumer Reports. But these achievements were not enough to entice consumers to consider USAM 

vehicles in sufficient numbers. 

 Part of the problem (though not the only cause of the bankruptcy) was that consumers 

never experienced the improved products because they never considered them. USAM had evi-

dence that if consumers could be persuaded to test drive a USAM car, then they would again 

trust USAM, consider USAM, and purchase USAM vehicles. For example, in one experiment 

USAM brought consumers to a test track where they could test drive up to 100 vehicles from 

Acura, BMW, Buick, Cadillac, Chevrolet, Chrysler, Dodge, Ford, Honda, Lexus, Lincoln, Mer-

cedes, Pontiac, Saab, Saturn, Toyota, Volkswagen, and Volvo without sales pressure. In another 

experiment USAM provided competitive brochures on its website in the hopes that such a one-

stop, unbiased source would encourage consumers to consider USAM vehicles. Indeed, in an 

elaborate multi-year experiment, trust, consideration, and purchase of USAM vehicles increased 

when this competitive information broke down barriers to USAM consideration (Liberali, Urban 

and Hauser 2010). These multi-million dollar programs were successful because they changed 
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the heuristics that consumers used to select vehicles to consider. Without mechanisms to lower 

consideration costs or raise expected benefits, consumers eliminated USAM brands without de-

tailed evaluation. 

 Another example is Suruga Bank. Suruga is a commercial bank in the greater Tokyo area 

that has a significant online presence through virtual banking. However, Suruga is a relatively 

small player in the Japanese card-loan market. A card loan is a loan of ¥3-5 million in which the 

consumer is given a bank card and a PIN and pays interest only on the amount withdrawn. In 

2008 Japanese consumers had approximately ¥25 trillion available in card-loan balances. While 

card-loan products vary on interest rates, credit limits, credit screening, and customer service, 

consumers are more likely to choose a product from well-known banks – likely an example of 

the fast-and-frugal recognition heuristic for consideration (Gigerenzer and Goldstein 1996, 2002; 

Goldstein and Gigerenzer 1999). [For empirical tests of the recognition heuristics see Bröder and 

Eichler (2006), Coates, Butler and Berry (2004, 2006), Frosch, Beaman, and McCloy (2007), and 

Marewski, et al. (2010).] In response, Suruga developed a customer-advocacy website that mor-

phed to match customers’ cognitive and cultural styles while providing unbiased information on 

competitive banks. In a field experiment, the website led to significant increases in trust and con-

sideration of Suruga Bank (Hauser, Urban and Liberali 2013). 

 The GM and Suruga strategies were evaluated with careful field experiments (a rarity in 

business practice), but there are many anecdotes to the importance of consideration sets. In the 

US, consumer package goods consideration-set sizes are approximately 1/10th of the number of 

brands that are available to consumers in the product category. For example, Hauser and Werner-

felt (1990) report the following average consideration set sizes: deodorants (3 brands), shampoos 

(4 brands), air fresheners (2.2 brands), laundry detergents (4 brands), and coffees (4 brands). 
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(The usual explanation is the benefit vs. cost tradeoff discussed in §3, but cognitive limitations 

might also influence costs. See Lynch and Srull 1982, Nedungadi 1990, Paulssen and Bagozzi 

2005, Punj 2001, and Simon 1967.) It is not surprising that typical advertising and communica-

tions budgets can be in the tens (or even hundreds) of million dollars for a new consumer pack-

age good. Advertising drives consideration. (See, for example, Coates, Butler and Berry 2004; 

2006.) If a brand is in the consideration set, all else equal, the firm has reduced the odds of a sale 

from, say, 1-in-40 to 1-in-4. For example, in deodorants Hauser (1978) showed that 80% of the 

uncertainty in predicting consumer choice is resolved by simply knowing each consumers’ con-

sideration set. This fact is used by pretest market forecasting methods which rely upon consid-

eration-set measurement to increase their forecasting accuracy (Ozer 1999; Urban and Hauser 

1993). 

Advertising gains recognition and to the extent that consumers use a recognition heuristic 

to form their consideration sets (e.g., Marewski, Gaissmaier and Gigerenzer 2010), the recogni-

tion heuristic is key to managerial strategy. Other decision heuristics matter as well. The recent 

introduction of many “natural” or “organic” products represents a reaction to decision heuristics 

in which consumers eliminate brands that do not have these aspects. (Following Tversky 1972, 

we use “aspect” to mean a level of a product feature.) 

 We return to managerial issues in a §7, but first we review theories that suggest that both 

consideration sets and decision heuristics are rational for consumers. 

3. Consideration Sets are Rational 

 In seminal observational research Payne (1976) identified that consumers use consider-

then-choose decision processes. This phenomenon is firmly rooted in both the experimental and 

prescriptive marketing literature (e.g., Bronnenberg and Vanhonacker 1996; Brown and Wildt 
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1992; DeSarbo et al., 1996; Hauser and Wernerfelt 1990; Jedidi, Kohli and DeSarbo, 1996; Me-

hta, Rajiv, and Srinivasan, 2003; Montgomery and Svenson 1976; Roberts and Lattin, 1991; 

Paulssen and Bagozzi 2005; Shocker et al. 1991; Wu and Rangaswamy 2003). While there are 

many potential explanations for the consideration-set phenomenon, the most-common explana-

tion is based on arguments that it is rational for consumers to form consideration sets. Like many 

decision heuristics, consideration sets are consistent with a benefit-vs.-cost tradeoff.  

 Suppose that the utility that a consumer derives from choosing product 𝑗 is 𝑢!. Prior to 

detailed evaluation this utility is a random variable. If evaluation were perfect and the consumer 

considered 𝑛 products, the consumer would choose the maximum utility from the set of 𝑛 prod-

ucts. Thus, prior to evaluation, the expected utility is the expected value of the maximum of the 

𝑛 random variables, 𝐸[max{𝑢!,𝑢!,… ,𝑢!}]. We expect this maximum value to be a concave 

function of 𝑛 as shown in Figure 1. For example, if each 𝑢! is an independently normally distrib-

uted random variable with mean, 𝜇, and variance, 𝜎!, then this expected maximum value is giv-

en by 𝜇 + 𝜎𝑒! where 𝑒! is a concave tabled function for 𝑛 ≥ 1 (Gumbel 1958, 131; Stigler 1961, 

215). Even if the consumer cannot choose the best of the set with certainty, the expected maxi-

mum value is just 𝜇 + 𝜌𝑅𝜎𝑒!where 𝜌 and 𝑅 are the validity and reliability of the consumer’s 

ability to choose the maximum utility from a set (Gross 1972). These formulae describe situa-

tions when the consumer chooses the 𝑛 products randomly from the set of available products. If 

the consideration-set decision heuristic is even moderately effective the consumer will select 

such that better products are more likely to be included in the consideration set. Even a moder-

ately-effective heuristic reinforces the concavity in 𝑛 of the expected utility of choosing from a 

consideration set. 

[Insert Figure 1 about here.] 
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 Costs of evaluating more completely the considered products are likely to be convex 

(Figure 1) – although the benefit-vs.-cost arguments also apply if costs are linear in 𝑛. We expect 

convexity because more comparisons likely mean more features and more products must be 

compared to select the best of 𝑛 products. (Recall that the decision within the consideration set is 

likely a more exhaustive evaluation than the heuristic screening used to decide which products 

are in the consideration set.) 

 When the benefit curve is concave and the cost curve is convex then either they diverge 

from the beginning and the consumer considers no products or they cross and there is a point at 

which the evaluation costs exceed the benefit from the chosen product. The optimal size of the 

consideration set is the 𝑛 that maximizes the difference between the benefits and costs. The op-

timal consideration-set size is shown as 𝑛∗ in Figure 1. While there is no guarantee that 𝑛∗ is less 

than the total number of products available, the empirical evidence is strong that in most product 

categories consumers do not consider all products on the market. 

4. Consideration-Set Heuristics are Rational 

 Experimental studies have long demonstrated that decision heuristics are common and 

represent reasonable benefit-vs.-cost tradeoffs (e.g., Bettman, Luce and Payne 1998; Brand-

staetter et al. 2006; Dawkins 1998; Einhorn and Hogarth 1981; Gigerenzer and Goldstein 1996; 

Gigerenzer, Hoffrage and Kleinbolting 1991; Gigerenzer and Selten 2001; Gigerenzer and Todd 

1999; Hogarth and Karelaia 2005; Hutchinson and Gigerenzer 2005; Johnson and Payne 1985; 

Lichtenstein and Slovic 2006; Martignon and Hoffrage 2002; Payne, Bettman, and Johnson 

1988, 1993; Simon 1955; Shugan 1980). An example heuristic decision rule might be a conjunc-

tive rule in which the consumer considers automobiles with the aspects of “sporty coupe,” “sun-

roof,” and “moderate fuel economy.” Another heuristic decision rule might be a lexicographic 
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rule in which the consumer ranks aspects and considers the 𝑛∗ products that rank highest on the 

first aspect, then the second aspect, and so on until 𝑛∗ products are considered. Special cases of 

lexicographic decision rules include “take the best,” in which aspects are ranked on their ability 

to discriminate consider from not consider, and “recognition,” in which the consumer considers 

only those automobiles that he or she recognizes. 

 In the realm of decisions about factual alternatives such as “which city is larger,” heuris-

tic decision rules are often robust and provide predictions that are more accurate than more-

exhaustive evaluations (Brighton 2006; Gigerenzer and Brighton 2008, 2009; Marewski, Gaiss-

maier and Gigerenzer 2010). In other cases, heuristics do almost as well (e.g., Bröder and 

Gaissmaier 2007). There are many potential explanations for the predictive success of simple 

heuristics including (1) heuristics make efficient use of data in environments to which the heuris-

tic is adapted, (2) heuristics are robust to missing data, (3) heuristics provide optimal solutions to 

indexable dynamic programs (Gittins 1979), and (4) heuristics provide “complexity control” to 

avoid overfitting based on “training” experiences (Vapnik 1998). For consideration decisions we 

do not know which “answer” is best. Indeed the decision maker, the consumer, is the final arbiter 

of “correct.” Nonetheless, we expect that simple heuristics will do almost as well as complete 

evaluations or, in some cases better. 

 Recent research in marketing compares the predictive ability of decision heuristics to 

more-complex additive decision models. For most consumers, simple decision heuristics predict 

consideration sets as well or better than additive “conjoint-analysis” models and often better than 

models that are constrained to be truly compensatory (Bröder 2000; Dieckmann, Dippold and 

Dietrich 2009; Ding, et al. 2011; Gilbride and Allenby 2004; Jedidi and Kohli 2005; Kohli and 

Jedidi 2007; Marewski, Gaissmaier and Gigerenzer 2010; Yee, et al. 2007). Expanding the ar-
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guments of §3, we argue that decision heuristics, when used, are rational for consideration-set 

decisions.  

 In Figure 2 we repeat the benefit and cost curves for comprehensive evaluation within the 

consideration set. The horizontal axis is again the number of products evaluated and the optimal 

full-evaluation consideration-set size (𝑛∗) is shown for comparison with Figure 1. The lighter 

lines to the left of Figure 2 are the same as in Figure 1. Now suppose a consumer uses a decision 

heuristic to select products for his or her consideration set. Even if the decision heuristic com-

promises his or her ability to select the highest utility product from the consideration set, empiri-

cal evidence suggest that this compromise is slight. This is shown as the heavier benefit line to 

the right in Figure 2.  

[Insert Figure 2 about here.] 

 On the other hand, decision heuristics, such as the recognition heuristic or simple con-

junctive heuristics (screen on a few “must have” features) clearly cost less to implement. These 

costs can be cognitive, but they might also include explicit search costs. For example, to evaluate 

fully an automobile make-model, consumers search the Internet, talk to friends, and read re-

views. Visiting dealers for test drives is even more costly. The heuristic costs are shown as a 

heavier line to the left in Figure 2. They are lower, in part, because the consumer evaluates fewer 

features with an heuristic and thus spends less time, money, and cognitive effort obtaining in-

formation on those features. We have shown the benefits from selecting from 𝑛 products heuris-

tically as slightly lower than full evaluation. Our arguments are even stronger if the heuristics 

are, in fact, better at identifying the best product from the consideration set. 

 Repeating the arguments of the previous section we see an illustrative case where the net 

benefit obtained using the heuristic (heavy dotted line) is greater than the net benefit of compre-
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hensive evaluation. The consumer is better off using an heuristic within the consideration set. 

 Fortunately, the arguments in Figure 2 apply recursively to the consideration-set decision. 

We replace the horizontal axis with the number of products screened (𝑛!) and change the benefit 

decision to the benefit from screening 𝑛! products for consideration. Because the decision within 

the consideration set itself maximizes the benefit-to-cost difference, the consideration-set deci-

sion need only succeed at including a high-benefit product as one of 𝑛 products in the considera-

tion set when screening 𝑛! products.  

 Naturally, the comparison between a comprehensive evaluation and an heuristic evalua-

tion will depend upon the specific parameters of the product category. For example, if there are 

relatively few products and each product is particularly easy to evaluate, the cognitive and search 

costs for exhaustive evaluation will be small and the consumer might evaluate all products. On 

the other hand, if the number of products is large and each product is difficult to evaluate ex-

haustively, then it is likely that a decision heuristic will provide the best benefit-to-cost tradeoff. 

Figure 2 illustrates situations where it is reasonable that the benefits and costs are such that a de-

cision heuristic is best for consumers. This is consistent with the empirical evidence: decision 

heuristics are common in all but very simple product categories (Payne, Bettman and Johnson 

1988; 1993). We now describe common decision heuristics. 

5. Common Consideration-Set Decision Heuristics 

 Many heuristic decision rules have been studied in the marketing literature (e.g., Bettman 

and Park 1980a, 1980b; Chu and Spires 2003; Einhorn 1970, 1971; Fader and McAlister 1990; 

Fishburn 1974; Frederick (2002), Ganzach and Czaczkes 1995; Gilbride and Allenby 2004, 

2006; Hauser 1986; Hauser et al. 2010; Jedidi and Kohli 2005; Jedidi, Kohli and DeSarbo 1996; 

Johnson, Meyer and Ghose 1989; Leven and Levine 1996; Lohse and Johnson 1996; Lussier and 
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Olshavsky 1986; Mela and Lehmann 1995; Moe 2006; Montgomery and Svenson 1976; Naka-

mura 2002; Payne 1976; Payne, Bettman, and Johnson 1988; Punj 2001; Shao 2006; Svenson 

1979; Swait 2001; Tversky 1969, 1972; Tversky and Sattath 1987; Tversky and Simonson 1993; 

Vroomen, Franses and van Nierop 2004; Wright and Barbour 1977; Wu and Rangaswamy 2003; 

Yee et al. 2007). We describe the heuristics that appear to be the most common and are the most 

likely to affect managerial decisions in product development, advertising, and other communica-

tions strategies. We describe these heuristics using the terms common in the marketing literature 

pointing out where these heuristics are similar to those described in the “adaptive toolbox” litera-

ture (Gigerenzer, et al. 1999). (By adaptive toolbox we refer to the assumption that consumers 

use a repertoire of heuristic decision rules that are adapted to the decision-making environment.) 

The heuristics common in the marketing literature are conjunctive, disjunctive, subset conjunc-

tive, lexicographic, elimination-by-aspects, and disjunctions of conjunctions. 

Managerially-Relevant Heuristic Decision Rules 

 Table 1 summarizes the example decision rules that are discussed in this section. 

[Insert Table 1 about here.] 

 Conjunctive. A consumer using a conjunctive rule screens products with a set of “must 

have” or “must not have” rules. For example, Hauser, et. al. (2010a) describe “Maria” whose 

consideration set consists of a “sporty coupe with a sunroof, not black, white or silver, stylish, 

well-handling, moderate fuel economy, and moderately priced.” In a conjunctive rule, if all of 

the must-have and all of the must-not-have rules are satisfied, Maria will consider the vehicle. In 

the formal definition of a conjunctive rule all features have minimum levels, but the minimum 

levels can be set so low as to not eliminate any products. These non-critical aspects are often not 

mentioned in the rule. 
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 Disjunctive. A consumer using a disjunctive rule accepts products if they satisfy at least 

one “excitement” rule. If a consumer says she will consider any hybrid sedan, then she is apply-

ing a disjunctive rule. Another example is a consumer who will consider any crossover vehicle. 

The rule is also disjunctive if the consumer will consider all hybrids and all crossovers. 

 Subset conjunctive. Some screening rules allow greater initial variation than either con-

junctive or disjunctive rules. In a subset conjunctive rule, consumers consider any product that 

satisfies 𝑆 must-have or must-not-have rules. For example, Maria stated nine conjunctive con-

straints but she might be willing to consider a car that satisfies seven of the nine. An Audi A5 

does not have a sunroof and is not moderately priced, but Maria might be willing to consider it. 

Formally, the subset conjunctive model implies consideration if any set of 𝑆 features satisfy the 

conjunctive rules. 

 Lexicographic. A consumer using a lexicographic rule first ranks the aspects. For exam-

ple, Maria might rank the aspects as sporty coupe, sunroof, not black, white or silver, stylish, 

well-handling, moderate fuel economy, and then moderately priced. She ranks first all sporty 

coupes, then among the sporty coupes all those that have a sunroof, and then among all sporty 

coupes with sunroofs those that are not black, white, or silver, and so on until all cars are ranked. 

Any car that is not a sporty coupe is ranked after sporty coupes but, within non-sporty-non-

coupes she uses the other lexicographic aspects to rank the cars. As defined, lexicographic rules 

rank all products, but we are only interested in the consideration decision. That is, we are focus-

ing on decision rules that distinguish between considered and not-considered products. To make 

a consideration decision, the consumer must decide on a consideration-set-size cutoff, 𝑛∗, using 

arguments such as those in Figures 1 and 2.  

 However, given a consideration-set-size cutoff, a lexicographic rule is strategically 
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equivalent to, and hence empirically indistinguishable from, a conjunctive rule. For example, if 

Maria’s uses the nine aspects conjunctively to form a consideration set, she will get the same 

consideration set that should would have gotten had she used the same nine aspects in any lexi-

cographic order. In general, for a given consideration set, if there is a lexicographic rule con-

sistent with the consideration set then there is also a conjunctive rule consistent with the consid-

eration set, and vice versa. Different data, say ranking within the consideration set or observa-

tions of the order in which products are added to a consideration set, might distinguish a lexico-

graphic rule from a conjunctive rule. See, for example, Yee, et. al (2007). However, when we 

observe consider vs. not consider, the high-ranked distinguishing aspects become equivalent to 

must-have aspects. 

 Elimination by aspects (EBA). A consumer using an (deterministic) EBA rule selects 

an aspect and eliminates all products that do not have that aspect. The consumer continues select-

ing aspects and eliminating products until the consideration set is formed. For example, Maria 

might first eliminate all non-sporty-coupes, then sporty coupes that do not have a sunroof, then 

black, white, and silver sporty coupes with sunroofs, etc. Tversky (1972) proposed EBA as a 

probabilistic rule where consumers select aspects proportional to their measures, but most appli-

cations use a deterministic EBA with aspects in a fixed order (Hogarth and Karelaia 2005; John-

son, Meyer and Ghose 1989; Montgomery and Svenson 1976; Payne, Bettman, and Johnson 

1988; and Thorngate 1980). EBA is primarily a choice rule; for consideration sets deterministic 

EBA degenerates to a conjunctive consideration heuristic for the same reasons that lexicographic 

degenerates to a conjunctive consideration heuristic. 

 Disjunctions of conjunctions (DOC). A DOC rule generalizes subset conjunctive rules 

to allow any combination of conjunctions. For example, Maria might consider any sporty coupe 
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that has a sunroof and handles well and she might consider any sporty coupe with moderate fuel 

economy. (Notice that the first conjunction has three aspects and the second conjunction has two 

aspects; the conjunctions need not have exactly 𝑆 aspects.) It is easy to show that a DOC rule 

generalizes conjunctive rules (a DOC rule with just one conjunction), disjunctive rules (a DOC 

rule with each conjunction having one aspect), and subset conjunctive rules. As argued above 

DOC rules also generalize lexicographic and EBA rules when they are equivalent to conjunctive 

rules. 

 Compensatory. Compensatory rules are usually classified as comprehensive evaluation 

rules rather than heuristics, but we include them here for completeness. In a compensatory rule 

some aspects (sporty coupe) can compensate for the lack of other aspects (moderate price). Typi-

cally, a compensatory rule is an additive rule in which the consumer assigns “partworths” to eve-

ry aspect and acts as if he or she sums the partworths to obtain an overall utility for the product. 

(Formally, the utility model can include interactions, but interactions are not commonly mod-

eled.) To be considered truly compensatory, the (additive) partworth ratios must be such that 

good aspects can actually compensate for bad aspects (formal conditions given later in this sec-

tion). In a compensatory rule a consumer considers every product above a threshold in utility. 

 A special case of a compensatory rule is an equal-weights rule in which the values of fea-

tures as simply added (Dawes 1979; Einhorn and Hogarth 1975). If the utility of a feature is al-

ready scaled appropriately an equal-weights rule is equivalent to a compensatory rule (utility of 

lower price plus utility of ride-and-handling plus utility of body style). If values of features are 

continuous (mile-per-gallon, top speed, leg room) or if the features are binary (sunroof or not, 

sporty coupe or not) an equal-weights rule is an heuristic relative to an unequal weighting. 
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Relationship to Adaptive Toolbox Heuristics 

 The adaptive toolbox hypothesis and fast and frugal decision rules apply to decisions and 

judgments in general. For example, prototypical examples include judging the size of German 

cities or deciding which candidate for whom to vote (Gigerenzer and Goldstein 1996, Marewski, 

Gaissmaier and Gigerenzer 2010). We expect a relationship between the adaptive toolbox heuris-

tics and consideration-set heuristics. (After all, consideration-set decisions are still decisions.)  

 For example, the recognition heuristic is disjunctive rule in which the consumer considers 

those products which he or she recognizes (Goldstein and Gigerenzer 1999; 2002). There are 

many parallels between adaptive-toolbox heuristics and consumer-decision heuristics. Early ap-

plications of simulated stores for forecasting new product sales used aided or unaided awareness 

to estimate consideration (Silk and Urban 1978, Equations 22-23). Gilbride and Allenby (2004, 

401) report that “consumers screen alternatives using attributes that are well known, as opposed 

to the new and novel.” Many marketing actions attempt to make consumers familiar with a brand 

in the hopes that consumers will choose familiar brands – sufficient exposure to a brand name is 

often sufficient to enhance positive attitudes toward the brand (Zajonc 1968; Janiszewski 1993). 

 The take-the-best (TTB) heuristic ranks cues by their validities in discriminating among 

alternatives (Gigerenzer and Goldstein 1996). As Martignon (2001) argues, TTB is a lexico-

graphic rule and, hence, for consideration sets, TTB is a DOC rule. The “minimalist” algorithm 

is a form of EBA with equal aspect measures and, hence, in a more-deterministic form is also a 

DOC rule. When features are binary and the consumer simply counts the positive features, an 

equal-weights rule is known as a tallying rule (Gigerenzer and Goldstein 1996; Marewski, 

Gaissmaier and Gigerenzer 2010). There are many other parallels between heuristic rules to 

evaluate products and heuristic decision rules in the adaptive-toolbox literature. Both domains 

suggest that heuristics are adaptive, for example, consumers often choose different considera-
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tion-set heuristics depending upon context (e.g., Payne, Bettman, and Johnson 1993). 

Cognitive Simplicity and Ecological Regularity 

 Chase, Hertwig and Gigerenzer (1998) argue further that simple rules have evolved be-

cause they work well in environments in which consumers make decisions. Such rules “capital-

ize on environmental regularities to make smart inferences (p. 209).” For example, if sporty cars 

tend to be fast and handle well, the consumer might use sporty as a surrogate for fast and handle 

well. If the consumer is unsure of his/her preferences and cannot fully form those preferences 

without extensive driving experience, the consumer might make a better consideration decision 

by evaluating the vehicle on those features about which he/she is most sure. For example, if the 

consumer likes sporty styling and all consumers who like sporty styling also like speed and good 

handling, the consumer might assume it is rational for the manufacturers to bundle speed and 

good handling with sporty styling. In this case the consumer would consider sporty cars comfort-

ed in the knowledge that (1) they are likely speedy and handle well and (2) after consideration 

he/she can assess those features before committing to a final purchase. 

 Cognitive simplicity and ecological regularity help identify consumers’ decision heuris-

tics. For example, DOC rules generalize all proposed heuristics, but they are, in a sense, too gen-

eral. If we seek to infer a DOC rule based on an observed consideration set, many DOC rules are 

consistent with the observed consideration. (One such DOC rule is the trivial rule in which each 

of 𝑛 conjunctions matches one of the 𝑛 considered products.) To estimate DOC rules and to 

make DOC rules consistent with the research cited in §3 and §4, researchers impose cognitive 

simplicity. For example, Hauser, et al. (2010b) constrain each conjunction to have no more than 

𝑆 aspects or no more than 𝑃 conjunctions. These simpler DOC(𝑆,𝑃) rules capture the spirit of a 

fast-and-frugal hypothesis because the constraints balance benefit with cognitive (or search) 
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costs. By extension, when we try to identify heuristics to explain observed consideration sets, we 

should give more weight to heuristics that are common among consumers. For example, algo-

rithms to identify DOC heuristics break ties using data from observations about other consumers’ 

consideration sets. 

Curse of Dimensionality in Aspects 

 In subsequent sections we review recent advances in the ability of researchers to identify 

decision heuristics from in vivo consideration-set decisions. It is a paradox that the identification 

of a decision heuristic from observed data is substantially more difficult than established meth-

ods to identify additive decision rules. That is, specific simpler rules are harder to identify than 

specific more-complex rules. The challenge arises because decision heuristics are defined on a 

discrete space of potential rules. Because additive rules are defined on a continuous space the 

best-fit optimization problem requires only that we identify the value of 𝑀 (or fewer) partworths 

where 𝑀 is the number of aspects. Realistic problems can have as many as 𝑀 = 53 aspects as in 

the Ding, et al. (2011) automotive application. While such large 𝑀’s present an measurement 

challenge, advanced hierarchical Bayes methods make it feasible to infer the 𝑀 or fewer parame-

ters per consumer that are needed for additive rules. 

 On the other hand, the search for the best-fit heuristic requires that we solve a combinato-

rial optimization problem. For example, there are 𝑀! lexicographic rules – on the order of 10!" 

potential rules for 𝑀 = 53. To choose the best-fitting, most-general DOC model, we would have 

to search over all feasible combinations of 2!" ≅ 10!" conjunctions (about 9 quadrillion rules). 

Fortunately, when we impose cognitive simplicity we reduce greatly the number of potential de-

cision rules making the combinatorial search feasible. Cognitive simplicity becomes a form of 

complexity control, a method in machine learning that imposes constraints to prevent best-fit op-
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timizations from exploiting unobserved random error (Cucker and Smale 2002; Evgeniou, Bous-

sios and Zacharia 2005; Hastie, Tibshirani and Friedman 2003; Langley 1996; Vapnik 1998). 

Ecological regularity further restricts our search for decision rules. It is not unlike shrinkage to 

population means as used in hierarchical models in Bayesian additive-utility models (e.g., Lenk, 

et al. 1996; Rossi and Allenby 2003). 

Additive and Compensatory are not Equivalent 

 A final challenge in identifying decision heuristics from observed consideration-set deci-

sions is the generality of the additive model. As Bröder (2000), Jedidi and Kohli (2005), Kohli 

and Jedidi (2007), Olshavsky and Acito (1980), and Yee, et al. (2007) illustrate, an additive 

model can represent many decision heuristics.  For example, with 𝑀 aspects, if the partworths 

have the values, 2!!!, 2!!!,… , 2, 1, then the additive model is strategically equivalent to a lexi-

cographic model. Similarly, if 𝑆 partworths have a value of 𝛽 and the remaining partworths a 

value of 0, and if the utility cutoff is 𝑆𝛽, then the additive model is strategically equivalent to a 

conjunctive model.  

 Bröder (2000) exploits this strategic equivalency by classifying respondents as either lex-

icographic or compensatory depending upon the estimated values of the partworths. (This meth-

od works well when 𝑀 is small, but is extremely sensitive to measurement error when 𝑀 is large 

as in the automotive example which requires ratios of 10!" to 1 in the additive model.) To ad-

dress this indeterminacy, Yee, et al. (2007) generalize Bröder’s analysis by defining a 𝑞-

compensatory model in which no importance value is more than 𝑞 times as large as any other 

importance value. (An importance value is the difference between the largest and smallest part-

worth for a feature.) When this constraint is imposed on the additive benchmark, we can com-

pare the predictive ability of an heuristic to a compensatory model. Otherwise, comparisons are 
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indeterminate. If an additive model does as well as an heuristic, the consumer might still be using 

an heuristic. 

6. Recent Developments in Identifying Consideration-Set Heuristics 

 Marketing scientists have reacted to the managerial importance of consideration-set heu-

ristics by developing models and measurement methods to identify which heuristics consumers 

use to screen products for consideration sets. These approaches fall into three basic categories: 

• consideration-set heuristics as latent; identify consider-then-choose processes by observ-

ing final choice 

• consideration-set decisions observed; identify heuristics as those that best describe ob-

served consideration-set decisions 

• ask consumers to describe their heuristics (with incentives to do so accurately). 

 We review each in turn while reporting empirical comparisons and predictive success. In 

§7 we return to managerial applications. 

Consideration-Set Heuristics as Latent 

 When the number of aspects is small-to-moderate and the decision rules are assumed to 

be relatively simple (e.g., conjunctive), the number of parameters that must be estimated to iden-

tify consideration-set heuristics is moderate. In these cases, researchers can model consideration 

as a latent, unobserved, intermediate stage in the consider-then-choose decision and estimate the 

parameters that best describe observed choices. For example, Gilbride and Allenby (2004) as-

sume either conjunctive, disjunctive, or linear screening rules for the consideration stage and ad-

ditive decision rules for choice from the consideration set. They derive the data likelihood for 

their model and infer the best description of the latent rules with Bayesian methods. With their 

streamlined model they find that 92% of their respondents are likely to have used a conjunctive 
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or disjunctive screening rule for consideration-set decisions. See also Gensch (1987), Gensch and 

Soofi (1995a, 1995b), Gilbride and Allenby (2006), and van Nierop, et al. (2010). 

 Choice-set explosion is another common latent method when the number of products, 𝑁, 

is small. In choice-set explosion, researchers assume that each of the 2! choice sets is possible 

with probabilities given by the screening rules. For example, some methods assign a probability 

to each aspect to represent the likelihood that it is used in a conjunctive rule. These aspect proba-

bilities imply data likelihoods for each choice set. Researchers assume further that consumers 

choose within the consideration set based on an additive model. Together these assumptions im-

ply a data likelihood from which both the conjunctive probabilities (consideration decision) and 

the partworths (decision within the consideration set) are inferred. See Andrews and Srinivasan 

(1995), Chiang, Chib and Narasimhan (1999), Erdem and Swait (2004), Punj and Staelin 1983, 

and Swait and Ben-Akiva (1987). Choice-set explosion works best in product categories where 

there are a few dominant brands, but quickly becomes infeasible as 𝑁 increases. Some hybrid 

methods relax this choice-set curse of dimensionality with independence assumptions or by ask-

ing consumers to state the consideration-set probabilities (van Nierop, et al. 2010; Swait 2001). 

Infer Heuristics from Observed Consideration Sets 

 For over forty years researchers have asked consumers to report their consideration sets. 

Measures exhibit high reliability and validity and forecast well (Brown and Wildt 1992; Hauser 

1978; Silk and Urban 1978; Urban and Katz 1983). With the advent of web-based interviewing, 

new formats have been developed and tested (Ding, et al. 2011; Gaskin, et al. 2007; Hauser, et 

al. 2010b;Yee, et al. 2007.) The “bullpen” format is particularly realistic. The computer screen is 

divided into three areas and product profiles are displayed as icons in a “bullpen” on the left. 

(Bullpen is a term from baseball; relief pitcher wait in the bullpen.) When the consumer rolls a 
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pointing device over an icon, the product and its features are displayed in a middle of the screen. 

The consumer states whether he or she will consider, not consider, or replace the profile. Consid-

ered profiles are displayed to the right of the screen and the consumer can toggle between con-

sidered or not-considered profiles and, at any time, move a profile among the considered, not-

considered, or to-be-evaluated sets. See Figure 3 for two examples. After consumers complete a 

consideration task, we have an observation as to whether or not each product was considered 

(and a list of aspects describing each product). From these data we seek to infer the decision rule 

that classifies some products as considered and the remainder as not considered. 

[Insert Figure 3 about here.] 

 Inference Issues. When inferring heuristics researchers face a fit versus complexity 

tradeoff (Gigerenzer and Brighton 2009; Marewski and Olsson 2009). More complex models 

have a greater chance of matching heuristics to consideration sets on training data (internal vali-

dation), but more-complex models might also exploit random variation and, thus, fit less well on 

validation data (external validation: Mitchell 1997; Shadish, Cook and Campbell 2002). The fol-

lowing methods have been tested with validation data in which heuristics, estimated from train-

ing data, are used to predict consideration sets on subsequent decisions – sometimes after a delay 

of a week or more. (Most, but not all, cited papers use validation data.) 

 Heuristics are often evaluated on their ability to predict subsequent consideration deci-

sions. For such decisions, hit rate (percent of decisions predicted correctly) can be misleading 

because most products are not considered. If only 10% of all products are considered, then a 

model of “consider nothing” will have a hit rate of 90%. A random model with a 10% considera-

tion probability with have a hit rate of 81% [(0.90)2 + (0.10)2]. To distinguish models, research-

ers have begun to use information theory to measure the relative number of bits of information 



Consideration-Set Heuristics 

21	
	

explained by a tested heuristic decision rule (Shannon 1948). This most common measure is a 

variation of the Kullback-Leibler (1951) divergence formulated to apply to consideration-set de-

cisions. For example, see Hauser, et al (2010). 

 Greedoid methods. When a consumer uses a lexicographic heuristic for the considera-

tion decision, a forward-induction “greedoid” dynamic program can infer an aspect order that is 

consistent with the most pairwise comparisons (Dieckmann, Dippold and Dietrich 2009; Ding, et 

al. 2011; Gaskin, et al. 2007; Kohli and Jedidi 2007; Yee, et. al 2007). The algorithm requires 2! 

steps (rather than an exhaustive search of 𝑀! rules) and is feasible for problems up to about 20 

aspects. Results have varied, but all researchers report that estimated lexicographic decision rules 

predict better than additive decision rules for at least some of the consumers. In comparisons 

with a 𝑞-compensatory model, either lexicographic decision rules predict better (Yee, et al.) or 

predict better on average (Ding, et al.2011; Gaskin, et al. 2007). 

 Bayesian inference. The disjunctive, conjunctive, and subset conjunctive models each 

imply a data likelihood for observed consideration. See, for example, Jedidi and Kohli (2005, p. 

485) for the subset conjunctive model. To estimate disjunctive or conjunctive models researchers 

either constrain the Jedidi-Kohli likelihood or modify the Gilbride-Allenby (2004) likelihood to 

focus on the consideration-set decision. Hauser, et al (2010b) provide examples and comparisons 

for a product category described by 16 binary aspects. The advantage of Bayesian methods over 

traditional maximum-likelihood methods is that the data likelihood can be specified as a hierar-

chical model in which population information is used to shrink consumer-level parameters to the 

population means (implicitly implementing a form of ecological regularity). Although Bayesian 

methods are the most common, maximum likelihood, simulated likelihood, or latent-class meth-

ods are also feasible and have been used (e.g. Jedidi and Kohli 2005). 
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 Most applications of Bayesian (and related) methods suggest that consideration-set heu-

ristics predict comparably to additive models and better than 𝑞-compensatory models. In com-

paring heuristics, each inferred by Bayesian methods, results have been mixed. For example, in 

an application to Handheld Global Positioning Systems (GPSs), the best-predicting heuristic 

among conjunctive, disjunctive, and subset conjunctive heuristics depends upon the criterion be-

ing used to evaluate predictions (Hauser, et al. 2010b). The conjunctive heuristic predicted best 

on a hit-rate criterion and the subset-conjunctive heuristic predicted best on Kullback-Leibler 

convergence. 

 Bayesian inference works best when the number of aspects is moderate (𝑀 ≤ 20). Heu-

ristics so estimated predict as well as additive models (Jedidi and Kohli) and sometimes better 

than 𝑞-compensatory models (Hauser, et al.). To the best of our knowledge, Bayesian methods 

have not been used for DOC(𝑆,𝑃) models with 𝑆,𝑃 > 1.  

 Machine learning. Machine learning is particularly suited to the pattern-matching task 

that is necessary to select the best-fitting heuristic. We are aware of three methods that have been 

used: logical analysis of data, mathematical programming, and decision trees (Boros, et. al. 1997; 

2000; Breiman, et. al. 1984; Currim, Meyer and Le 1988; Evgeniou, Pontil and Toubia 2007;	

Hastie, Tisbshirani, and Friedman 2003). Machine learning uses an optimization problem to 

search over rules to find the best-fit and a set of constraints to impose cognitive simplicity and 

ecological regularity.  

For example, logical analysis of data seeks to distinguish “positive” events (consider) 

from “negative” events (not consider) subject to enforcing cognitive simplicity by limiting the 

search to at most 𝑃 patterns of size at most 𝑆. A “bottom-up” approach generates minimal pat-

terns of length 𝑠 ≤ 𝑆 that match some considered profiles. If the patterns are not contained in a 
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non-considered profile, they are retained. The algorithm recursively adds aspects until it gener-

ates positive patterns. Next a greedy criterion selects the 𝑃 positive patterns that fit the data best. 

When more than one set of patterns fit the data best, logical analysis of data breaks ties by choos-

ing the shortest pattern (cognitive simplicity) and, if patterns are still tied, by choosing patterns 

that occur most frequently in the observed population (ecological regularity).  The net result is a 

cognitively-simple, ecological-regular, best-fitting DOC(𝑆,𝑃) heuristic. Suitably constrained, 

logical analysis of data also estimates disjunctive, conjunctive, and subset conjunctive heuristics.  

 For conjunctive, disjunctive, and subset conjunctive heuristics, predictive abilities of 

machine-learning methods are comparable to Bayesian inference. Both methods predict well; the 

comparison between machine learning and Bayesian inference depends upon the heuristic and 

the product category. In the GPS category, Hauser, et al. (2010b) report that DOC(𝑆,𝑃) heuris-

tics predict substantially better than conjunctive, disjunctive, and subset conjunctive heuristics. 

Interestingly, this best predictive ability is driven by the approximately 7% of the respondents 

who use more than one conjunction in their heuristic consideration-set screening rules. 

Ask Consumers to Describe their Heuristics 

Asking consumers to describe their decision rules has a long history in marketing with 

applications beginning in the 1970s and earlier. Such methods are published under names such as 

self-explication, direct elicitation, and composition. Reviews include Fishbein and Ajzen (1975), 

Green (1984), Sawtooth (1996), Hoepfl and Huber (1975), and Wilkie and Pessemier (1973). 

Predictive accuracy based on asking consumers to describe additive rules has varied. Relative 

comparisons to inferred additive rules depend upon the product category and upon the specific 

methods being compared (e.g., Akaah and Korgaonkar 1983; Bateson, Reibstein and Boulding 

1987; Green 1984; Green and Helsen 1989; Hauser and Wisniewski 1982; Huber, et al. 1993; 
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Leigh, MacKay and Summers 1984, Moore and Semenik 1988; Reisen, Hoffrage and Mast 2008; 

Srinivasan and Park 1997). 

Until recently, attempts to ask consumers to describe screening heuristics have met with 

less success because respondents often subsequently choose profiles which have aspects that they 

have previously said are “unacceptable” (Green, Krieger and Banal 1988; Klein 1986; Srinivasan 

and Wyner 1988; Sawtooth 1996). Two recent developments have brought these direct-

elicitation methods back to the fore: incentive alignment and self-reflection learning. 

Incentive alignment. Incentive alignment motivates consumers to think hard and accu-

rately. The consumer must believe that it is in his or her best interests to answer accurately, that 

there is no obvious way to “game” the system, and that the incentives are sufficient that the re-

wards to thinking hard exceed the costs of thinking hard. Incentive aligned measures are now 

feasible, common, and provide data that has proven superior to non-incentive-aligned data (Ding 

2007; Ding, Grewal and Liechty 2005; Ding, Park and Bradlow 2009; Park, Ding and Rao 2008; 

Prelec 2004; Toubia, Hauser and Garcia 2007; Toubia, et al. 2003; Toubia, et al. 2004). Re-

searchers commonly reward randomly-chosen respondents with a product from the category 

about which consumers are asked to state their decision rules. Commonly, the researcher main-

tains a secret list of available products with a promise to make the list public after the study. The 

consumer receives a product from the secret list and the specific product is selected by the deci-

sion rules that the consumer states.  

To measure consideration-set heuristics, incentive alignment is feasible, but requires fi-

nesse in carefully-worded instructions. Finesse is required because the consumer receives only 

one product from the secret list as a prize (Ding, et al. 2011, Hauser, et al. 2010b, Kugelberg 

2004). For expensive durables incentives are aligned with prize indemnity insurance: researchers 
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buy (publicly available) insurance against the likelihood that a respondent wins a substantial 

prize such as a $40,000 automobile. 

Self-reflection. Stating decision heuristics is difficult. Typically consumers are asked to 

state heuristics will little training or warm-up. Consumers are then faced with a real decision, 

whether it be consideration or choice, and they find that some products are attractive even though 

they have aspects that the consumer had said were unacceptable. Research suggests that consum-

ers can describe their decision heuristics much better after they make a substantial number of in-

centive-aligned decisions. For example, in Hauser, Dong, and Ding (2013), the information pro-

vided by self-stated decision heuristics, as measured by Kullback-Leibler divergence on deci-

sions made one week later, almost doubled if consumers stated their decision rules after making 

consideration-set decisions rather than before making consideration-set decisions. Such self-

reflection learning is well-established in the adaptive-toolbox literature. Reisen, Hoffrage and 

Mast (2008) use a method called “Interactive Process Tracing” in which respondents first make 

decisions and then, retrospectively, interact with an interviewer to describe their decision pro-

cesses. See related discussions in Betsch, et al. (2001), Bröder and Newell (2008), Bröder and 

Schiffer (2006), Garcia-Retamero and Rieskamp (2009), Hansen and Helgeson (1996, 2001), 

Newell, et al. (2004), and Rakow, et al. (2005), among others. 

Structured versus unstructured methods. Casemap is perhaps the best-known method 

to elicit conjunctive decision heuristics (Srinivasan 1988; Srinivasan and Wyner 1988). In Case-

map, consumers are presented with each aspect of a product and asked whether or not that aspect 

is unacceptable. In other structured methods consumers are asked to provide a list of rules that an 

agent would follow if that agent were to make a consideration-set decision for the consumer. The 

task is usually preceded by detailed examples of rules that consumers might use. Structured 
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methods have the advantage that they are either coded automatically as in Casemap, or are rela-

tively easy to code by trained coders. 

Unstructured methods allow the consumer more flexibility in stating decision rules. For 

example, one unstructured methods asks the consumer to write an e-mail to an agent who will se-

lect a product for the consumer. Instructions are purposefully brief so that the consumer can ex-

press him- or herself in his or her own words. Independent coders then parse the statements to 

identify conjunctive, disjunctive, or compensatory statements. Ding, et al. (2011) provide the fol-

lowing example: 

Dear friend, I want to buy a mobile phone recently …. The following are some require-
ment of my preferences. Firstly, my budget is about $2000, the price should not more 
than it. The brand of mobile phone is better Nokia, Sony-Ericsson, Motorola, because I 
don't like much about Lenovo. I don't like any mobile phone in pink color. Also, the mo-
bile phone should be large in screen size, but the thickness is not very important for me. 
Also, the camera resolution is not important too, because i don't always take photo, but it 
should be at least 1.0Mp. Furthermore, I prefer slide and rotational phone design. It is 
hoped that you can help me to choose a mobile phone suitable for me. [0.5 Mp, pink, and 
small screen were coded as conjunctive (must not have), slide and rotational, and Lenovo 
were coded as compensatory. Other statements were judged sufficiently ambiguous and 
not coded.] 

Unstructured methods are relatively nascent, but appear to overcome the tendency of re-

spondents to state too many unacceptable aspects. When coupled with incentive alignment and 

self-reflection, unstructured methods predict significantly better than structured methods and as 

well as (for mobile phones) or better than (for automobiles) Bayesian inference and machine-

learning methods. Unstructured methods are particularly suitable for product categories with 

large numbers of aspects 𝑀 ≫ 20. 

Summary of Recent Developments in Identifying Consideration-Set Heuristics 

Managers in product development and marketing have begun to realize the importance of 

understanding heuristic consideration-set decision rules. To serve those managers, researchers 
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have developed and tested many methods to identify and measure consideration-set heuristics. 

When only choice data are available, latent methods are the only feasible approaches, but they 

are limited to either small numbers of aspects (𝑀) or to categories with small numbers of brands 

(𝑁). When the number of aspects is larger, but still moderate (𝑀 ≤ 20), greedoid methods, 

Bayesian inference, and machine-learning can each infer decision rules from observed considera-

tion-set decisions. Empirical experience suggests that these methods identify many consumers as 

using heuristic decision rules and that heuristic models often predict well. The best method ap-

pears to depend upon the product category, the decision heuristics being modeled, and research-

ers’ familiarity with the methods. (Future research might enable us to select best methods with 

greater reliability.) For product categories with large numbers of aspects (𝑀 ≫ 20), such as au-

tomobiles, it is now feasible and accurate to ask consumers to state their heuristics directly. 

We note one final development. Recently methods have begun to emerge in which con-

sideration-set questions are chosen adaptively (Dzyabura and Hauser 2010; Sawtooth 2008). 

Adaptive questions maximize the information obtained from each question that the respondent 

answers. These methods are promising and should relax the aspect limits on inferential methods. 

For example, Dzyabura and Hauser (2010) estimate conjunctive rules in a category with 𝑀 =

53 aspects. They discuss extensions to DOC rules but have not yet estimated such rules. 

7. Example Managerial Applications 

Models of additive preferences, known as conjoint analyses, are the most-widely used 

quantitative marketing research methods, second only to qualitative discussions with groups of 

consumers (focus groups). Conjoint analyses provide three key inputs to managerial decisions. 

First, estimated partworths indicate which aspects are most important to which segments of con-

sumers. Product development teams use partworth values to select features for new or revised 
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products and marketing managers use partworth values to select the features to communicate to 

consumers through advertising, sales force messages, and other marketing tactics. Second, by 

comparing the relative partworths of product features (aspects) to the relative partworths of price, 

managers calculate the willingness to pay for features and for the product as a whole. These es-

timates of willingness to pay help managers set prices for products (as bundles of features) and to 

set incremental prices for upgrades (say a sunroof on an automobile). Third, a sample of part-

worths for a representative set of consumers enables managers to simulate how a market will re-

spond to price changes, feature changes, new product launches, competitive entry, and competi-

tive retaliation. 

Models of heuristic consideration-set decision rules are beginning to be applied more 

broadly to provide similar managerial support. These models often modify decisions relative to 

additive conjoint analyses. Conjunctive (must-have or must-not-have) rules tell managers how to 

select or communicate product features to maximize the likelihood that consumers will consider 

a firm’s products. For example, Yee, et al. (2007) find that roughly 50% of the consumers reject-

ed a smart phone that was priced in the range of $499; 32% required a flip smart phone; and 29% 

required a small smart phone. (Recall this was in 2007.) 

A sample of heuristic rules from a representative set of consumers enables managers to 

simulate feature changes, new product launches, competitive entry, and competitive retaliation. 

For example, Ding, et al. (2011) simulate how young Hong Kong consumers would respond to 

new mobile telephones. They project that “if Lenovo were considering launching a $HK2500, 

pink, small-screen, thick, rotational phone with a 0.5 megapixel camera resolution, the majority 

of young consumers (67.8%) would not even consider it. On the other hand, almost everyone (all 

but 7.7%) would consider a Nokia, $HK2000, silver, large-screen, slim, slide phone with 3.0 
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megapixel camera resolution.” If price is included as an aspect in the heuristic rules (as it often 

is), heuristic-based simulators estimate the numbers of consumers who will screen out a product 

at a given price point or estimate the number of consumers who will consider a product because 

it has an attractive price. 

In many cases, heuristic-rule summaries and simulators provide information that com-

plements additive-partworth simulators. However, there are instances where managerial implica-

tions are different. For example, Gilbride and Allenby (2004, 400) report that, for cameras, price 

and body style play an important role in the consideration-set decision, but not in the final choice 

from among considered products. Jedidi and Kohli (2005, 491) provide examples in the market 

for personal computers where, because price is used as an aspect in a screening heuristic, market 

share predictions vary by as much as a factor of two (16% vs. 36%) between simulators. They 

obtain quite different predictions with a subset-conjunctive-rule simulator versus an additive-rule 

simulator for many marketing decisions. For example, a subset-conjunctive-rule simulator pre-

dicts that one brand will gain14% in market share due to a price reduction. The corresponding 

prediction based on estimated additive rules is twice as much. 

Hauser, et al (2010b) provide two examples. One of the GPS brands, Magellan, has, on 

average, slightly higher brand partworths, but 12% of the consumers screen on brand and 82% of 

those consumers must have the Garmin brand. As a result, DOC(𝑆,𝑃)-based analysis predicts 

that Garmin is substantially less sensitive to price changes than would be predicted by an addi-

tive-partworth analysis. In a second example, “additive rules predict that an ‘extra bright’ display 

is the highest-valued feature improvement yielding an 11% increase for the $50 incremental 

price. However, DOC(𝑆,𝑃) rules predict a much smaller improvement (2%) because many of the 

consumers who screen on ‘extra bright’ also eliminate GPSs with the higher price.” 
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Finally, Urban and Hauser (2004) “listen in” on web-based advisors to identify sets of 

aspects that consumers would consider, but which are not now available on the market. For ex-

ample, they identified opportunities for a maneuverable full-sized truck, a compact truck that 

could tow and haul heavy materials, and a full-sized truck with a six-cylinder engine. The first 

opportunity, worth an estimated $2.4-3.2 million in incremental truck sales, was made feasible 

with four-wheel steering. 

8. Discussion and Summary 

Research on decision making has led to insights about the decision rules that consumers 

use when deciding which products (and services) to consider for eventual purchase. Evidence is 

strong that consumers first limit product evaluations to consideration sets and often do so with 

heuristic decision rules. Heuristic decision rules screen products efficiency and, when used, are 

rational because they often represent the best tradeoff between the benefit from considering more 

products and the cost of searching for and evaluating information on those products. Because 

consider-then-choose heuristics describe consumer behavior, it is not surprising that predicted 

outcomes (considered products or chosen products) depend upon whether or not these heuristics 

are modeled accurately. Not every managerial decision will change if heuristic decision-rule 

models rather than additive models are used, but many will.  

In response to managerial need, the past few years have led to the explosion of practical 

measurement and estimation methods to infer consideration-set heuristics. It is now feasible to 

develop accurate models based on either observing consumers’ consideration sets or asking con-

sumers (with aligned incentives and self-reflection) to state their heuristic decision rules. The 

models do well validation tests; they often predict as well as or better than traditional additive or 

𝑞-compensatory models. While not all consumers in all categories are described best by consid-
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eration-set heuristics, evidence is compelling that many consumers are best described by these 

models. We expect the performance of these models to improve with further application. (For 

example, the leading supplier of software for “conjoint analysis” now incorporates the measure-

ment of consideration-set heuristics in “adaptive choice-based conjoint analysis.”) We also ex-

pect that further application and further research will lead to a better understanding of which 

models are best for which product categories and which managerial decisions. Many research 

and application challenges lie ahead, but we are optimistic that these challenges will be met. 
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Consideration Sets are Rational 
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Decision Heuristics are Rational 
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Figure 3 

Example Online Measurement of a Consideration Set  

(as used by Ding, et al. 2011 and Hauser, et al. 2010) 

 
 




