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#### Abstract

Partial differential equations (PDEs) are commonly used to model a wide variety of physical phenomena. A PDE model of a physical problem is typically described by conservation laws, constitutive laws, material properties, boundary conditions, boundary data, and geometry. In most practical applications, however, the PDE model is only an approximation to the real physical problem due to both (i) the deliberate mathematical simplification of the model to keep it tractable and (ii) the inherent uncertainty of the physical parameters. In such cases, the PDE model may not produce a good prediction of the true state of the underlying physical problem. In this paper, we introduce a functional regression method that incorporates observations into a deterministic linear PDE model to improve its prediction of the true state. Our method is devised as follows. First, we augment the PDE model with a random Gaussian functional which serves to represent various sources of uncertainty in the model. We next derive a linear regression model for the Gaussian functional by utilizing observations and adjoint states. This allows us to determine the posterior distribution of the Gaussian functional and the posterior distribution for our estimate of the true state. Furthermore, we consider the problem of experimental design in this setting, wherein we develop an algorithm for designing experiments to efficiently reduce the variance of our state estimate. We provide several examples from the heat conduction, the convection-diffusion equation, and the reduced wave equation, all of which demonstrate the performance of the proposed methodology.
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1. Introduction. Partial differential equations (PDEs) are widely used to model a wide variety of physical phenomena in the real world and predict associated physical states such as temperature, displacement, velocity, pressure, or density. The predictability of the PDE model depends on how well it captures the real physics. The model captures the physics and yields a good prediction if all aspects of the model, such as constitutive laws, material properties, boundary conditions, boundary data, and geometry can be accurately prescribed. In practice, the PDE model is imperfect due to (i) the deliberate mathematical simplification of the model to keep it tractable (by ignoring certain physics that pose computational difficulties) and (ii) the uncertainty of the model data (by using geometry, material properties, and boundary data that are different from those of the physical problem.). In such cases, the PDE model should be validated and the uncertainty should be quantified.

There are a number of different approaches for dealing with model discrepancy. One approach is to represent physical inputs as random parameters or random fields, thereby resulting in stochastic PDEs. There exist several numerical methods for solving stochastic PDEs such as Monte Carlo (MC) methods [12, 16], intrusive poly-

[^0]nomial chaos $[13,38]$, nonintrusive polynomial chaos $[37,10,18]$, stochastic collocation [37, 3, 28], response surface [5, 14], and Kriging [6, 23, 20, 39, 9].

Data assimilation is another approach that combines the PDE model with observations to estimate the physical state. There are several different data assimilation methods. In stochastic data assimilation [19, 24, 34], the state estimate is represented as a stochastic process and is determined by minimizing its variance. In variational data assimilation [21, 22, 40], the state estimate is defined as an optimal solution of a least-squares minimization principle. In parameter estimation [7, 1, 21, 36], a number of uncertain parameters in the PDE model are determined by matching the model outputs to the observations. In reduced order modeling [4, 11, 25, 26, 29, 35], the state is reconstructed by fitting the observations to the snapshots which are computed by solving a parametrized or time-varying PDE model.

In this paper, we focus on a data assimilation method recently introduced in [27]. The method is devised as follows. First, we augment the PDE model with a random Gaussian functional which serves to represent various sources of uncertainty in the model. This gives rise to a stochastic PDE model whose solution is characterized by the Gaussian functional. We next derive a linear regression model for the Gaussian functional by utilizing observations and adjoint states. This functional regression model allows us to compute the posterior distribution for our estimate of the physical state, thereby quantifying the prediction error. A crucial ingredient in our method is the covariance operator representing the prior distribution of the Gaussian functional. The bilinear covariance operators considered incorporate a number of hyperparameters that are determined upon the observations by maximizing the likelihood of the Gaussian functional with respect to the hyperparameters. Furthermore, we consider the problem of experimental design in this setting, wherein we develop an algorithm for designing experiments to efficiently reduce the variance of our state estimate.

We can relate our approach to existing data assimilation methods. Our approach seeks to characterize model uncertainties by introducing a Gaussian functional into the existing numerical model, while stochastic data assimilation directly represents the state estimate as a stochastic process and infers its posterior distribution from the observations, the model outputs, and the priors about the background state. We show in Appendix B that our method and the Kalman method [19] yield exactly the same posterior distribution for a judicious choice of the priors. Our approach can also be shown to yield a posterior mean that satisfies the least-square minimization principle of three-dimensional (3D) variational data assimilation [8, 22].

The proposed method shares the following features with stochastic data assimilation methods. First, it incorporates both the PDE model and the observations into the regression procedure. Second, it can handle the observations given in the form of linear functionals of the field variable. Third, it yields not only the mean estimate but also the posterior variance that quantifies the prediction error. And fourth, it provides a natural mechanism for designing experiments to reduce the posterior variance. Furthermore, the method has a distinctive feature in that it provides a systematic and rational way to construct the model structure (including the prior covariance and experimental noise) based on the observations.

There are a number of new contributions relative to our previous work [27]. Herein we propose an efficient greedy algorithm to rationally select good observations from a large number of possible experiments. We show how our method can be related to Bayesian inference, 3D variational data assimilation, and the Kalman method. Finally, we apply our approach to a variety of PDEs including convection-diffusion equations and Helmholtz equations to demonstrate its performance.

The paper is organized as follows. In section 2, we formulate the problem of interest. In section 3, we present the functional regression method for state estimation using linear PDE models and observations. In section 4, we describe a greedy algorithm for selecting the observations. In section 5, we demonstrate our approach on several examples from heat conduction, convection-diffusion equation, and reduced wave equation. In section 6 , we conclude the paper with some remarks on future research. Finally, in the appendix, we show the connection our method to 3D variational data assimilation and the Kalman method.
2. Problem formulation. Let $\Omega$ denote a bounded open domain with Lipschitz boundary. Let $V$ be an appropriate finite element approximation space, which is defined on a triangulation of the domain $\Omega$. The Galerkin finite element formulation of a general linear PDE model can be stated as follows. We seek a solution $u^{\circ} \in V$ and an output vector $s^{\circ} \in \mathbb{C}^{M}$ such that

$$
\begin{align*}
a\left(u^{\mathrm{o}}, v\right) & =\ell(v) \quad \forall v \in V  \tag{1a}\\
s_{i}^{\mathrm{o}} & =c_{i}\left(u^{\mathrm{o}}\right), \quad i=1, \ldots, M \tag{1b}
\end{align*}
$$

Here $a: V \times V \rightarrow \mathbb{C}$ is a continuous bilinear form, $\ell: V \rightarrow \mathbb{C}$ is a continuous and bounded linear functional, and $c_{i}: V \rightarrow \mathbb{C}, i=1, \ldots, M$ are continuous and bounded linear functionals. The finite element approximation space $V$ is of $N$ dimensions. We shall take $N$ to be so large that the numerical solution $u$ is indistinguishable from the exact solution of the PDE model at any accuracy level of interest.

We assume that the underlying finite element (FE) model (1) is used to predict the true state of a deterministic and time-independent physical problem. We denote the true state by $u^{\text {true }}$ and the associated true output vector by $s^{\text {true }} \in \mathbb{C}^{M}$. Both $u^{\text {true }}$ and $s^{\text {true }}$ are not known. However, we assume that we are given a vector of $M$ observations $\boldsymbol{d} \in \mathbb{C}^{M}$, which are the measurements of the true output vector $\boldsymbol{s}^{\text {true }}$. We further assume that the observation vector differs from the true output vector $s^{\text {true }}$ by additive Gaussian noise, namely,

$$
\begin{equation*}
d=s^{\text {true }}+\varepsilon \tag{2}
\end{equation*}
$$

where $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{M}\right) \in \mathbb{C}^{M}$ are independent, identically distributed Gaussian random variables with zero mean and variance $\sigma^{2}$.

As mentioned in the introduction, the solution $u^{\circ}$ of the model (1) may not be a good approximation to the true state $u^{\text {true }}$ because of various sources of uncertainty arising from the imprecise knowledge of boundary conditions, geometry, physical parameters, and governing equations. The uncertainty of our PDE model in predicting the true physical state prompts basic research questions such as the following:

- How do we combine the model (1) and the observations (2) to yield a more accurate prediction of the true state?
- How do we quantify the error in the prediction?
- How do we design experiments to improve the accuracy of the prediction? In the remainder of this paper, we concentrate on addressing these questions. We address the first two questions by using the functional regression method described in the next section. We address the third question by devising an experimental design procedure in section 4.


## 3. Functional regression.

3.1. Gaussian functional. We suppose that we are given a bounded linear functional $g: V \rightarrow \mathbb{C}$, and we consider the following model: determine $u \in V$ and $s \in \mathbb{C}^{M}$ such that

$$
\begin{array}{rlrl}
a(u, v)+g(v) & =\ell(v) \quad & \forall v \in V \\
s_{i} & =c_{i}(u), \quad i=1, \ldots, M \tag{3b}
\end{array}
$$

Notice that the new model (3) differs from the original model (1) by the addition of the functional $g$. Here we can exactly determine $u$ and $s$ only if $g$ is known. Indeed, together with $a(u, v)$ and $\ell(v)$, the functional $g$ determines the solution $u$ and the output vector $s$ of the model (3). Note that the introduction of the functional $g$ is able to capture the uncertainties in the functional $\ell$ and the bilinear form $a$, as demonstrated by numerical examples in section 5. Indeed, if we choose $g(v)=$ $\ell(v)-a\left(u^{\text {true }}, v\right)$, then $u=u^{\text {true }}$ is the solution of (3). Unfortunately, this particular choice of $g$ requires foreknowledge of the true state $u^{\text {true }}$, which we presumably do not know and which indeed we seek to accurately predict.

In order to capture various sources of uncertainty in the original model (1), we hypothesize the linear functional $g$ as a Gaussian process [31]. Specifically, the Gaussian functional $g$ is assumed to have zero mean and covariance operator $k$, namely,

$$
\begin{equation*}
g(v) \sim \mathcal{G} \mathcal{P}(0, k(w, v)) \quad \forall w, v \in V \tag{4}
\end{equation*}
$$

We require that the covariance operator $k: V \times V \rightarrow \mathbb{C}$ is symmetric positive-definite, namely,

$$
\begin{equation*}
k(w, v)=k(v, w), \quad k(v, v)>0 \quad \forall v \neq 0, \quad \text { and } \quad k(0,0)=0 \tag{5}
\end{equation*}
$$

As the covariance operator $k$ characterizes the space of all possible functionals prior to taking into account the observations, it plays an important role in our method. The selection of a covariance operator will be discussed later.
3.2. Functional regression model. Here we develop a linear regression model for the Gaussian functional. To this end, we first obtain the adjoint solutions $\phi_{i} \in$ $V, i=1, \ldots, M$ by solving the adjoint problems:

$$
\begin{equation*}
a\left(v, \phi_{i}\right)=-c_{i}(v), \quad \forall v \in V \tag{6}
\end{equation*}
$$

It follows from (1), (3), and (6) that

$$
\begin{equation*}
g\left(\phi_{i}\right)=\ell\left(\phi_{i}\right)-a\left(u, \phi_{i}\right)=a\left(u^{\mathrm{o}}, \phi_{i}\right)+c_{i}(u)=c_{i}(u)-c_{i}\left(u^{\mathrm{o}}\right)=s_{i}-s_{i}^{\mathrm{o}} \tag{7}
\end{equation*}
$$

for $i=1, \ldots, M$. Moreover, we assume that the observation $d_{i}$ differs from the output estimate $s_{i}$ by Gaussian noise $\varepsilon_{i} \sim \mathcal{N}\left(0, \sigma^{2}\right)$, namely,

$$
\begin{equation*}
s_{i}=d_{i}-\varepsilon_{i}, \quad i=1, \ldots, M \tag{8}
\end{equation*}
$$

This equation is analogous to (2), which relates the observed data $\boldsymbol{d}$ to the true outputs $\boldsymbol{s}^{\text {true }}$. We substitute (8) into (7) to obtain

$$
\begin{equation*}
d_{i}-s_{i}^{\mathrm{o}}=g\left(\phi_{i}\right)+\varepsilon_{i}, \quad i=1, \ldots, M \tag{9}
\end{equation*}
$$

This equation can be viewed as a standard regression model, namely, a linear model with additive Gaussian noise, and we shall now show that the model (9) allows us
to determine the posterior distribution of $g(v)$ for any given test function $v \in V$ as follows.

Let $\Phi=\left[\phi_{1}, \ldots, \phi_{M}\right]$ be a collection of $M$ adjoint states as determined by (6). Let $\Psi=\left[\psi_{1} \in V, \ldots, \psi_{N} \in V\right]$ be a collection of $N$ test functions, where $\psi_{j}, 1 \leq j \leq N$, are basis functions of the space $V$. We would like to compute the posterior distribution of $\boldsymbol{g} \in \mathbb{C}^{N}$ with $g_{i}=g\left(\psi_{i}\right), i=1, \ldots, N$. According to the prior (4) and the regression model (9), the joint distribution of $\left(\boldsymbol{d}-\boldsymbol{s}^{\mathrm{o}}\right)$ and $\boldsymbol{g}$ is given by

$$
\left[\begin{array}{c}
\boldsymbol{d}-\boldsymbol{s}^{\circ}  \tag{10}\\
\boldsymbol{g}
\end{array}\right] \sim \mathcal{N}\left(\left[\begin{array}{l}
0 \\
0
\end{array}\right],\left[\begin{array}{cc}
\boldsymbol{K}(\Phi, \Phi)+\sigma^{2} \boldsymbol{I} & \boldsymbol{K}(\Phi, \Psi) \\
\boldsymbol{K}(\Psi, \Phi) & \boldsymbol{K}(\Psi, \Psi)
\end{array}\right]\right)
$$

where $\boldsymbol{K}(\Phi, \Phi) \in \mathbb{C}^{M \times M}, \boldsymbol{K}(\Phi, \Psi) \in \mathbb{C}^{M \times N}, \boldsymbol{K}(\Psi, \Phi) \in \mathbb{C}^{N \times M}$, and $\boldsymbol{K}(\Psi, \Psi) \in$ $\mathbb{C}^{N \times N}$ have entries

$$
\begin{array}{ll}
K_{i j}(\Phi, \Phi)=k\left(\phi_{i}, \phi_{j}\right), & i=1, \ldots, M, j=1, \ldots, M \\
K_{i j}(\Phi, \Psi)=k\left(\phi_{i}, \psi_{j}\right), & i=1, \ldots, M, j=1, \ldots, N \\
K_{i j}(\Psi, \Phi)=k\left(\psi_{i}, \phi_{j}\right), & i=1, \ldots, N, j=1, \ldots, M  \tag{11}\\
K_{i j}(\Psi, \Psi)=k\left(\psi_{i}, \psi_{j}\right), & i=1, \ldots, N, j=1, \ldots, N
\end{array}
$$

respectively. It thus follows from (10) and the conditional normal distribution formula (see Appendix A. 2 in Rasmussen and Williams [31]) that the posterior distribution of $\boldsymbol{g}$ is

$$
\begin{equation*}
p\left(\boldsymbol{g} \mid\left(\boldsymbol{d}-\boldsymbol{s}^{\circ}\right), \Phi, \Psi\right) \sim \mathcal{N}(\overline{\boldsymbol{g}}, \boldsymbol{G}) \tag{12}
\end{equation*}
$$

where the mean vector $\overline{\boldsymbol{g}} \in \mathbb{C}^{N}$ and the covariance matrix $\boldsymbol{G} \in \mathbb{C}^{N \times N}$ are given by

$$
\begin{equation*}
\overline{\boldsymbol{g}}=\boldsymbol{K}(\Psi, \Phi) \boldsymbol{D}^{-1}\left(\boldsymbol{d}-\boldsymbol{s}^{\mathrm{o}}\right), \quad \boldsymbol{G}=\boldsymbol{K}(\Psi, \Psi)-\boldsymbol{K}(\Psi, \Phi) \boldsymbol{D}^{-1} \boldsymbol{K}(\Phi, \Psi) \tag{13}
\end{equation*}
$$

with $\boldsymbol{D}=\boldsymbol{K}(\Phi, \Phi)+\sigma^{2} \boldsymbol{I}$. The posterior mean and covariance (13) require the adjoint states (6), the inner products (11), and the inverse of $\boldsymbol{D}$. Since $N$ is typically much larger than $M$, the computational cost is dominated by the cost of computing the adjoint states.

We note that the posterior mean $\overline{\boldsymbol{g}}$ depends linearly on $\left(\boldsymbol{d}-\boldsymbol{s}^{\circ}\right)$, which is the difference between the observation vector and the output vector of the original model (1). Another way to look at the posterior mean is to view it as a linear combination of $M$ inner products, each one associated with one of the adjoint states, by writing

$$
\begin{equation*}
\bar{g}_{i}=\sum_{j=1}^{M} \beta_{j} k\left(\psi_{i}, \phi_{j}\right), \quad i=1, \ldots, N \tag{14}
\end{equation*}
$$

where $\boldsymbol{\beta}=\boldsymbol{D}^{-1}\left(\boldsymbol{d}-\boldsymbol{s}^{\circ}\right)$. We see that the discrepancy between the observed data and the original model (1) has an important effect on the posterior mean.

Also note that the posterior covariance $\boldsymbol{G}$ in (13) does not explicitly depend on the values of the observed outputs but only on the adjoint states $\Phi$ and the covariance operator $k(\cdot, \cdot)$. This is based on the premise that the covariance operator $k(\cdot, \cdot)$ is somehow known and given. In reality, of course, we create/invent $k(\cdot, \cdot)$ based on notions both of general principles as well as computational expedients. As will be seen in section 3.3, we will construct/model a suitable covariance operator $k(\cdot, \cdot)$ based on data observations and maximum likelihood estimation. In this way the
posterior covariance $\boldsymbol{G}$ in (13) will implicitly depend on the observed outputs and our modeling assumptions. Furthermore, notice that the covariance matrix $\boldsymbol{G}$ in (13) is the difference of two terms: the first term $\boldsymbol{K}(\Psi, \Psi)$ is simply the prior covariance, while the second term represents a reduction in the covariance due to the observations.

Finally, we express the state estimate as $u(\boldsymbol{x})=\sum_{n=1}^{N} u_{n} \psi_{n}(\boldsymbol{x})$, where $\boldsymbol{u}=$ $\left(u_{1}, \ldots, u_{N}\right) \in \mathbb{C}^{N}$ denotes the state vector. Substituting this expression into the model (3) and choosing $v=\psi_{i}$ for $i=1, \ldots, N$, we obtain the following linear system:

$$
\begin{equation*}
A u=l-g \tag{15}
\end{equation*}
$$

where $\boldsymbol{A}, \boldsymbol{l}$, and $\boldsymbol{g}$ have entries $A_{i j}=a\left(\psi_{i}, \psi_{j}\right), l_{i}=\ell\left(\psi_{i}\right)$, and $g_{i}=g\left(\psi_{i}\right)$ for $i, j=1, \ldots, N$, respectively. It follows from (12) and (15) that the state vector $\boldsymbol{u}$ obeys a normal distribution

$$
\begin{equation*}
\boldsymbol{u} \mid\left(\boldsymbol{d}-\boldsymbol{s}^{\circ}\right), \Phi, \Psi \sim \mathcal{N}(\overline{\boldsymbol{u}}, \boldsymbol{U}) \tag{16}
\end{equation*}
$$

where the posterior mean vector $\overline{\boldsymbol{u}} \in \mathbb{C}^{N}$ and covariance matrix $\boldsymbol{U} \in \mathbb{C}^{N \times N}$ are given by

$$
\begin{equation*}
\overline{\boldsymbol{u}}=\boldsymbol{A}^{-1}(\boldsymbol{l}-\overline{\boldsymbol{g}}), \quad \boldsymbol{U}=\boldsymbol{A}^{-1} \boldsymbol{G} \boldsymbol{A}^{-\mathrm{H}} \tag{17}
\end{equation*}
$$

Here $\overline{\boldsymbol{g}}$ and $\boldsymbol{G}$ are given by (13). The superscript H denotes the complex conjugate transpose.

Let us use the notation $\boldsymbol{\psi}(\boldsymbol{x})=\left(\psi_{1}(\boldsymbol{x}), \ldots, \psi_{N}(\boldsymbol{x})\right) \in \mathbb{C}^{N}$ to denote a vector of values of the $N$ basis functions at $\boldsymbol{x}$. It follows from (16) that

$$
\begin{equation*}
u(\boldsymbol{x}) \sim \mathcal{N}(\bar{u}(\boldsymbol{x}), \eta(\boldsymbol{x})) \tag{18}
\end{equation*}
$$

where the mean value function $\bar{u}(\boldsymbol{x})$ and the variance function $\eta(\boldsymbol{x})$ are given by

$$
\begin{equation*}
\bar{u}(\boldsymbol{x})=(\boldsymbol{\psi}(\boldsymbol{x}))^{\mathrm{H}} \overline{\boldsymbol{u}}, \quad \eta(\boldsymbol{x})=(\boldsymbol{\psi}(\boldsymbol{x}))^{\mathrm{H}} \boldsymbol{U} \boldsymbol{\psi}(\boldsymbol{x}) . \tag{19}
\end{equation*}
$$

The mean value function represents the prediction of the true state $u^{\text {true }}(\boldsymbol{x})$, while the variance function quantifies the prediction error.
3.3. Covariance operator. In order to determine the posterior distribution of the state estimate, the covariance operator $k(\cdot, \cdot)$ needs to be specified. Indeed, this is a crucial aspect of our approach because it affects the estimate in (18). We propose a class of bilinear covariance operators of the form

$$
\begin{equation*}
k(w, v ; \boldsymbol{\theta})=\sum_{j=1}^{J} \theta_{j} k_{j}(w, v) \tag{20}
\end{equation*}
$$

where $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{J}\right)$ is a vector of hyperparameters and $k_{j}(\cdot, \cdot), 1 \leq j \leq J$ are some given symmetric bilinear forms. The particular definition of the bilinear forms $k_{j}$ will depend on the type of the PDE model as well as the numerical method used to solve the PDE. We will elaborate on this point later when we discuss our numerical results in section 5 .

We now note from (10) that the posterior distribution of $\left(\boldsymbol{d}-\boldsymbol{s}^{\circ}\right)$, conditional on $\boldsymbol{\theta}$, obeys the normal distribution:

$$
\begin{equation*}
\left(\boldsymbol{d}-\boldsymbol{s}^{\circ}\right) \mid(\boldsymbol{\theta}, \sigma) \sim \mathcal{N}(0, \boldsymbol{D}(\boldsymbol{\theta}, \sigma)) \tag{21}
\end{equation*}
$$

where the matrix $\boldsymbol{D}(\boldsymbol{\theta}, \sigma)$ has entries

$$
\begin{equation*}
D_{m q}(\boldsymbol{\theta}, \sigma)=\sum_{j=1}^{J} \theta_{j} k_{j}\left(\phi_{m}, \phi_{q}\right)+\sigma^{2} \Delta_{m q}, \quad m, q=1, \ldots, M \tag{22}
\end{equation*}
$$

where $\Delta_{m q}=1$ if $m=q$ and $\Delta_{m q}=0$ if $m \neq q$. Let $p\left(\left(\boldsymbol{d}-\boldsymbol{s}^{\circ}\right) \mid(\boldsymbol{\theta}, \sigma)\right)$ denote the probability density function of (21), and let us choose the hyperparameter vector $\boldsymbol{\theta}$ guided by the maximum likelihood principle, which by monotonicity is equivalent to log-maximum likelihood. The log likelihood function is given by

$$
\begin{align*}
\log p\left(\left(\boldsymbol{d}-\boldsymbol{s}^{\mathrm{O}}\right) \mid(\boldsymbol{\theta}, \sigma)\right)= & -\frac{1}{2}\left(\boldsymbol{d}-\boldsymbol{s}^{\mathrm{O}}\right)^{\mathrm{H}} \boldsymbol{D}^{-1}(\boldsymbol{\theta}, \sigma)\left(\boldsymbol{d}-\boldsymbol{s}^{\mathrm{O}}\right)  \tag{23}\\
& -\frac{1}{2} \log (\operatorname{det}(\boldsymbol{D}(\boldsymbol{\theta}, \sigma)))-\frac{M}{2} \log (2 \pi) .
\end{align*}
$$

We therefore propose to select $\boldsymbol{\theta}$ by seeking an approximate optimal solution to the log-likelihood optimization problem, yielding

$$
\begin{equation*}
(\boldsymbol{\theta}, \sigma) \approx \arg \max _{\left(\boldsymbol{\theta}^{\prime}, \sigma^{\prime}\right) \in \Theta} \log p\left(\left(\boldsymbol{d}-\boldsymbol{s}^{\mathrm{o}}\right) \mid\left(\boldsymbol{\theta}^{\prime}, \sigma^{\prime}\right)\right) \tag{24}
\end{equation*}
$$

Here the hyperparameter space $\Theta$ is a subset of $\mathbb{R}^{J+1}$ such that the resulting covariance operator $k$ in (20) is positive-definite. The optimization problem (24) does not have a closed form solution, and it is generically nonconvex. We therefore seek approximate solutions of (24) in cases of interest. For example, when the hyperparameter space $\Theta$ is low-dimensional, simple grid generation/enumeration and function evaluation will be sufficient for our purposes.
3.4. Bayesian interpretation of the functional regression model. In this section, we present an alternative derivation of the functional regression model via Bayesian analysis. The matrix form of the Galerkin FE formulation (1) seeks $\left(\boldsymbol{u}^{\circ}, \boldsymbol{s}^{\circ}\right) \in$ $\mathbb{C}^{N} \times \mathbb{C}^{M}$ such that

$$
\begin{equation*}
\boldsymbol{A} \boldsymbol{u}^{\circ}=\boldsymbol{l}, \quad s^{\circ}=\boldsymbol{C}^{\mathrm{H}} \boldsymbol{u}^{\circ} \tag{25}
\end{equation*}
$$

where $\boldsymbol{u}^{\mathrm{o}} \in \mathbb{C}^{N}$ is the vector of degrees of freedom of the FE solution $u^{\mathrm{o}}$ and $C_{i m}=$ $c_{m}\left(\psi_{i}\right)$ for $i=1, \ldots, N$ and $m=1, \ldots M$. Similarly, the matrix form of the stochastic weak formulation (3) seeks $(\boldsymbol{u}, s) \in \mathbb{C}^{N} \times \mathbb{C}^{M}$ such that

$$
\begin{equation*}
A \boldsymbol{u}+\boldsymbol{g}=\boldsymbol{l}, \quad s=\boldsymbol{C}^{\mathrm{H}} \boldsymbol{u} \tag{26}
\end{equation*}
$$

where $\boldsymbol{g}$ is a Gaussian random vector with the prior distribution $\mathcal{N}(\mathbf{0}, \boldsymbol{K})$. Note that the prior covariance matrix $\boldsymbol{K}$ has entries $K_{i j}=k\left(\psi_{i}, \psi_{j}\right)$.

To define the likelihood function, we compute the adjoint state vectors stored in the matrix $\Phi \in \mathbb{C}^{N \times M}$ by solving the adjoint problem:

$$
\begin{equation*}
\boldsymbol{A}^{\mathrm{H}} \mathbf{\Phi}=-\boldsymbol{C} \tag{27}
\end{equation*}
$$

It follows from (25), (26), and (27) that

$$
\begin{equation*}
\boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{g}=\boldsymbol{\Phi}^{\mathrm{H}}(\boldsymbol{l}-\boldsymbol{A} \boldsymbol{u})=\boldsymbol{\Phi}^{\mathrm{H}}\left(\boldsymbol{A} \boldsymbol{u}^{\mathrm{o}}-\boldsymbol{A} \boldsymbol{u}\right)=-\boldsymbol{C}^{\mathrm{H}}\left(\boldsymbol{u}^{\mathrm{o}}-\boldsymbol{u}\right)=\boldsymbol{s}-\boldsymbol{s}^{\mathrm{o}} \tag{28}
\end{equation*}
$$

We now substitute $\boldsymbol{s}=\boldsymbol{d}-\boldsymbol{\varepsilon}$ into (28) to arrive at the standard linear regression model:

$$
\begin{equation*}
\boldsymbol{d}-\boldsymbol{s}^{\mathrm{o}}=\boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{g}+\boldsymbol{\varepsilon} \tag{29}
\end{equation*}
$$

Since $\varepsilon \sim \mathcal{N}\left(0, \sigma^{2} \boldsymbol{I}\right),\left(\boldsymbol{d}-s^{\mathrm{o}}\right) \mid \boldsymbol{g} \sim \mathcal{N}\left(\boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{g}, \sigma^{2} \boldsymbol{I}\right)$. Therefore, the likelihood function, i.e., the probability density function of $\boldsymbol{d}-\boldsymbol{s}^{\circ}$ given the vector $\boldsymbol{g}$, is

$$
\begin{equation*}
p\left(\left(\boldsymbol{d}-\boldsymbol{s}^{\mathrm{o}}\right) \mid \boldsymbol{g}, \boldsymbol{\Phi}\right)=\frac{1}{\left(2 \pi \sigma^{2}\right)^{M / 2}} \exp \left(-\frac{1}{2 \sigma^{2}}\left\|\boldsymbol{d}-\boldsymbol{s}^{\mathrm{o}}-\boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{g}\right\|^{2}\right) \tag{30}
\end{equation*}
$$

where $\|\cdot\|$ denotes the Euclidean norm.
According to Bayes's theorem (see (2.3) on page 17 in [33]), the posterior distribution of $\boldsymbol{g}$ is given by

$$
\begin{equation*}
\text { posterior }=\frac{\text { likelihood } \times \text { prior }}{\text { marginal likelihood }}, \quad p\left(\boldsymbol{g} \mid\left(\boldsymbol{d}-\boldsymbol{s}^{\circ}\right), \boldsymbol{\Phi}\right)=\frac{p\left(\left(\boldsymbol{d}-\boldsymbol{s}^{\circ}\right) \mid \boldsymbol{\Phi}, \boldsymbol{g}\right) p(\boldsymbol{g})}{p\left(\left(\boldsymbol{d}-\boldsymbol{s}^{\circ}\right) \mid \boldsymbol{\Phi}\right)} \tag{31}
\end{equation*}
$$

where the marginal likelihood $p\left(\left(\boldsymbol{d}-\boldsymbol{s}^{\mathrm{o}}\right) \mid \boldsymbol{\Phi}\right)$ is given by

$$
\begin{equation*}
p\left(\left(\boldsymbol{d}-\boldsymbol{s}^{\mathrm{o}}\right) \mid \boldsymbol{\Phi}\right)=\int p\left(\left(\boldsymbol{d}-\boldsymbol{s}^{\mathrm{o}}\right) \mid \boldsymbol{\Phi}, \boldsymbol{g}\right) p(\boldsymbol{g}) d \boldsymbol{g} \tag{32}
\end{equation*}
$$

Writing only the terms from the likelihood and the prior, we obtain

$$
\begin{align*}
p\left(\boldsymbol{g} \mid\left(\boldsymbol{d}-\boldsymbol{s}^{\mathrm{O}}\right), \boldsymbol{\Phi}\right) & \propto \exp \left(-\frac{1}{2 \sigma^{2}}\left\|\boldsymbol{d}-\boldsymbol{s}^{\mathrm{o}}-\boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{g}\right\|^{2}\right) \exp \left(-\frac{1}{2} \boldsymbol{g}^{\mathrm{H}} \boldsymbol{K}^{-1} \boldsymbol{g}\right), \\
& \propto \exp \left(-\frac{1}{2}(\boldsymbol{g}-\overline{\boldsymbol{g}})^{\mathrm{H}} \boldsymbol{G}^{-1}(\boldsymbol{g}-\overline{\boldsymbol{g}})\right) \tag{33}
\end{align*}
$$

where $\overline{\boldsymbol{g}}$ and $\boldsymbol{G}$ are given by

$$
\begin{equation*}
\overline{\boldsymbol{g}}=\frac{1}{\sigma^{2}} \boldsymbol{G} \boldsymbol{\Phi}\left(d-s^{\mathrm{o}}\right), \quad \boldsymbol{G}=\left(\frac{1}{\sigma^{2}} \boldsymbol{\Phi} \boldsymbol{\Phi}^{\mathrm{H}}+\boldsymbol{K}^{-1}\right)^{-1} \tag{34}
\end{equation*}
$$

However, since this formula requires the inverse of a matrix of size $N \times N$, we will derive an equivalent expression which is more efficient to compute than (34).

We recall the Sherman-Morrison-Woodbury (SMW) formula for the matrix inversion

$$
\begin{equation*}
\left(\boldsymbol{Z}+\boldsymbol{U} \boldsymbol{W} \boldsymbol{V}^{\mathrm{H}}\right)^{-1}=\boldsymbol{Z}^{-1}-\boldsymbol{Z}^{-1} \boldsymbol{U}\left(\boldsymbol{W}^{-1}+\boldsymbol{V}^{\mathrm{H}} \boldsymbol{Z}^{-1} \boldsymbol{U}\right)^{-1} \boldsymbol{V}^{\mathrm{H}} \boldsymbol{Z}^{-1} \tag{35}
\end{equation*}
$$

Using the SMW formula with $\boldsymbol{Z}=\boldsymbol{K}^{-1}, \boldsymbol{W}=\sigma^{-2} \boldsymbol{I}, \boldsymbol{U}=\boldsymbol{V}=\boldsymbol{\Phi}$ we obtain

$$
\begin{equation*}
\boldsymbol{G}=\boldsymbol{K}-\boldsymbol{K} \boldsymbol{\Phi}\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{K} \boldsymbol{\Phi}\right)^{-1} \boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{K} \tag{36}
\end{equation*}
$$

It thus follows that

$$
\begin{align*}
\boldsymbol{G} \boldsymbol{\Phi} & =\boldsymbol{K} \boldsymbol{\Phi}-\boldsymbol{K} \boldsymbol{\Phi}\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{K} \boldsymbol{\Phi}\right)^{-1} \boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{K} \boldsymbol{\Phi} \\
& =\boldsymbol{K} \boldsymbol{\Phi}\left(\sigma^{2} \boldsymbol{I}+\mathbf{\Phi}^{\mathrm{H}} \boldsymbol{K} \boldsymbol{\Phi}\right)^{-1}\left(\left(\sigma^{2} \boldsymbol{I}+\mathbf{\Phi}^{\mathrm{H}} \boldsymbol{K} \boldsymbol{\Phi}\right)-\mathbf{\Phi}^{\mathrm{H}} \boldsymbol{K} \boldsymbol{\Phi}\right)  \tag{37}\\
& =\sigma^{2} \boldsymbol{K} \boldsymbol{\Phi}\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{K} \boldsymbol{\Phi}\right)^{-1}
\end{align*}
$$

Hence, we obtain from (34)-(37) that

$$
\begin{equation*}
\overline{\boldsymbol{g}}=\boldsymbol{K} \boldsymbol{\Phi} \boldsymbol{D}^{-1}\left(\boldsymbol{d}-s^{\mathrm{o}}\right), \quad \boldsymbol{G}=\boldsymbol{K}-\boldsymbol{K} \boldsymbol{\Phi} \boldsymbol{D}^{-1} \boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{K} \tag{38}
\end{equation*}
$$

where $\boldsymbol{D}=\sigma^{2} \boldsymbol{I}+\boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{K} \boldsymbol{\Phi}$. In this way, we need to invert the matrix $\boldsymbol{D}$ of size $M \times M$. Since $M$ is typically much smaller than $N$, the formula (38) is much more efficient to compute than the original one (34).

We note from the stochastic linear system (26) and the Gaussian property of $\boldsymbol{g}$ that the posterior distribution of $\boldsymbol{u}$ is a multivariate normal distribution

$$
\begin{equation*}
\boldsymbol{u} \mid\left(\boldsymbol{d}-\boldsymbol{s}^{\circ}\right), \boldsymbol{\Phi} \sim \mathcal{N}(\overline{\boldsymbol{u}}, \boldsymbol{U}) \tag{39}
\end{equation*}
$$

where the posterior mean and the posterior covariance matrix are given by (17), namely,

$$
\begin{equation*}
\overline{\boldsymbol{u}}=\boldsymbol{A}^{-1}(\boldsymbol{l}-\overline{\boldsymbol{g}}), \quad \boldsymbol{U}=\boldsymbol{A}^{-1} \boldsymbol{G} \boldsymbol{A}^{-\mathrm{H}} \tag{40}
\end{equation*}
$$

Substituting (38) into (40) yields

$$
\begin{align*}
\overline{\boldsymbol{u}} & =\boldsymbol{A}^{-1}\left(\boldsymbol{l}-\boldsymbol{K} \boldsymbol{\Phi}\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{K} \boldsymbol{\Phi}\right)^{-1}\left(\boldsymbol{d}-\boldsymbol{s}^{\mathrm{o}}\right)\right), \\
\boldsymbol{U} & =\boldsymbol{A}^{-1}\left(\boldsymbol{K}-\boldsymbol{K} \boldsymbol{\Phi}\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{K} \boldsymbol{\Phi}\right)^{-1} \boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{K}\right) \boldsymbol{A}^{-\mathrm{H}} \tag{41}
\end{align*}
$$

We observe that this result is exactly the same as the one presented in subsection 3.2.
4. Experimental design. The selection of inputs to obtain the observations is an experimental design problem. This problem can be posed as choosing the inputs to minimize the posterior covariance with some appropriate design criteria [32], such as A-optimality, D-optimality, E-optimality, and G-optimality [2, 30]. In this section, we develop an experimental design algorithm based on the criterion of minimizing a monotone function of the nonzero eigenvalues.
4.1. Optimizing experimental design. We assume that we are given a large set of $L$ potential observation functionals $b_{i}(\cdot), 1 \leq i \leq L$, each of which corresponds to a potential experiment to be carried out. Before actually performing any of these potential experiments, we face the following decision questions. Which experiment among the $L$ potential experiments should be implemented first? Given the results of any previous experiments, which experiment should be chosen next? How many experiments are enough to provide an accurate prediction? These decision questions can be summed up as follows: how do we optimally choose a sequence of the actualized observation functionals $c_{m}(\cdot), 1 \leq m \leq M$, among the potential observation functionals $b_{i}(\cdot), 1 \leq i \leq L$ ?

It will be more convenient to state our experimental design problem in the matrix form instead of in the weak form. The expressions involving $\boldsymbol{K}(\Psi, \Psi), \boldsymbol{K}(\Psi, \Phi)$, $\boldsymbol{K}(\Phi, \Psi)$, etc., can be rather unwieldy, so we introduce a compact form of the notation by setting $\boldsymbol{K}=\boldsymbol{K}(\Psi, \Psi), \boldsymbol{K}(\Psi, \Phi)=-\boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}} \boldsymbol{C}, \boldsymbol{K}(\Phi, \Psi)=-\boldsymbol{C}^{\mathrm{H}} \boldsymbol{A}^{-1} \boldsymbol{K}$, and $\boldsymbol{K}(\Phi, \Phi)=\boldsymbol{C}^{\mathrm{H}} \boldsymbol{A}^{-1} \boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}} \boldsymbol{C}$. It follows that the posterior covariance matrix given in (17) can be written as

$$
\begin{equation*}
\boldsymbol{U}=\boldsymbol{A}^{-1}\left(\boldsymbol{K}-\boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}} \boldsymbol{C}\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{C}^{\mathrm{H}} \boldsymbol{A}^{-1} \boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}} \boldsymbol{C}\right)^{-1} \boldsymbol{C}^{\mathrm{H}} \boldsymbol{A}^{-1} \boldsymbol{K}\right) \boldsymbol{A}^{-\mathrm{H}} \tag{42}
\end{equation*}
$$

We can also rewrite the posterior covariance matrix $\boldsymbol{U}$ as

$$
\begin{equation*}
\boldsymbol{U}(\boldsymbol{C})=\boldsymbol{U}_{0}-\boldsymbol{U}_{0} \boldsymbol{C}\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{C}^{\mathrm{H}} \boldsymbol{U}_{0} \boldsymbol{C}\right)^{-1} \boldsymbol{C}^{\mathrm{H}} \boldsymbol{U}_{0} \tag{43}
\end{equation*}
$$

where $\boldsymbol{U}_{0}=\boldsymbol{A}^{-1} \boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}}$ is the prior covariance matrix.
We now let $\boldsymbol{B} \in \mathbb{C}^{N \times L}$ be a matrix with entries $B_{n l}=b_{l}\left(\psi_{n}\right)$ for $n=1, \ldots, N$ and $l=1, \ldots, L$. Let $M$ denote the number of experiments that we will implement, and consider the following set of matrices induced by the matrix $\boldsymbol{B}$ :
$\mathcal{M}_{M}(\boldsymbol{B}):=\left\{\boldsymbol{E} \in \mathbb{C}^{N \times M} \quad:\right.$ each column of $\boldsymbol{E}$ is chosen among the columns of $\left.\boldsymbol{B}\right\}$.

In the experimental design problem, we seek an experiment matrix $\boldsymbol{C} \in \mathcal{M}_{M}(\boldsymbol{B})$ that minimizes the "size" of $\boldsymbol{U}(\boldsymbol{C})$, where size is measured in various ways in various design formulations such as the product of the eigenvalues of $\boldsymbol{U}(\boldsymbol{C})$, the largest eigenvalue of $\boldsymbol{U}(\boldsymbol{C})$, the sum of the eigenvalues of $\boldsymbol{U}(\boldsymbol{C})$, etc. In the interest of generality, let $h(\cdot): \mathbb{R}^{N} \rightarrow \mathbb{R}$ be a given monotone function of the ordered eigenvalues $\lambda(\boldsymbol{U}):=\left(\lambda_{1}(\boldsymbol{U}), \ldots, \lambda_{N}(\boldsymbol{U})\right)$ of $\boldsymbol{U}$, and consider the following optimization problem:

$$
\begin{equation*}
\boldsymbol{C}^{*}=\arg \min _{\boldsymbol{E} \in \mathcal{M}_{M}(\boldsymbol{B})} h(\lambda(\boldsymbol{U}(\boldsymbol{E}))), \tag{45}
\end{equation*}
$$

where $\boldsymbol{U}(\boldsymbol{E})$ is the posterior covariance matrix as given in (43) for $\boldsymbol{E}=\boldsymbol{C}$. In other words, the optimal experiment design $\boldsymbol{C}^{*}$ is the matrix that minimizes a particular given monotone function of the eigenvalues of the posterior covariance matrix.

Note that the optimization problem (45) has a nonlinear (and typically nonconvex) objective function and that the set of feasible solutions is an exponentially large discrete set. Furthermore, the optimal observation matrix $C^{*}$ is not hierarchical in the sense that increasing $M$ might completely change the previously selected columns of $\boldsymbol{C}^{*}$. Because the optimal set of experiments might be very different for different values of $M$, one cannot compute the exact optimum by inductively amending the previous optimal set of experiments. For all of the above reasons it therefore is likely to be too computationally expensive to compute an exact optimum of (45). Below we develop a greedy iterative procedure for choosing the experiments based on the eigenvector of the largest eigenvalue of $\boldsymbol{U}(\boldsymbol{C})$.
4.2. A greedy algorithm for choosing the experiments. Here we develop a greedy algorithm for choosing the experiments. We first consider the case where there is no noise in the observation vector $\boldsymbol{d}$, i.e., $\sigma=0$ for the Gaussian noise. With $\sigma=0$ it follows that $\boldsymbol{u}$ must satisfy $\boldsymbol{C}^{\mathrm{H}} \boldsymbol{u}=\boldsymbol{d}$. Let us define $\mathcal{T}:=\left\{\boldsymbol{u}: \boldsymbol{C}^{\mathrm{H}} \boldsymbol{u}=\boldsymbol{d}\right\}$ as the affine set containing the possible values of $\boldsymbol{u}$. Let us assume without loss of generality that the columns of $\boldsymbol{C}$ are linearly independent, so $\operatorname{dim}(\mathcal{T})=N-M$. Recalling $\overline{\boldsymbol{u}}=\boldsymbol{A}^{-1}(\boldsymbol{l}-\overline{\boldsymbol{g}})$ from (17), it holds that $\overline{\boldsymbol{u}} \in \mathcal{T}$. The posterior covariance matrix (43) can be written as

$$
\begin{equation*}
\boldsymbol{U}=\boldsymbol{U}_{0}-\boldsymbol{U}_{0} \boldsymbol{C}\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{U}_{0} \boldsymbol{C}\right)^{-1} \boldsymbol{C}^{\mathrm{H}} \boldsymbol{U}_{0} . \tag{46}
\end{equation*}
$$

Let us also write the eigendecomposition of $\boldsymbol{U}$ as $\boldsymbol{U}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{\mathrm{H}}$ for a suitable orthonormal matrix of eigenvectors $\boldsymbol{Q}$ and diagonal matrix $\boldsymbol{\Lambda}$ of corresponding eigenvalues. Since $\boldsymbol{U}$ is positive semi-definite, i.e., $\boldsymbol{u}^{\mathrm{H}} \boldsymbol{U} \boldsymbol{u} \geq 0$ for all $\boldsymbol{u}$, all eigenvalues of $\boldsymbol{U}$ are nonnegative, and we can partition the eigenvalues into those that are zero and those that are positive, and likewise partition the corresponding eigenvectors, and write

$$
\boldsymbol{U}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{\mathrm{H}}=\left[\begin{array}{ll}
\boldsymbol{Q}_{1} & \boldsymbol{Q}_{2}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0}  \tag{47}\\
\mathbf{0} & \boldsymbol{\Lambda}^{+}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{Q}_{1}^{\mathrm{H}} \\
\boldsymbol{Q}_{2}^{\mathrm{H}}
\end{array}\right]=\boldsymbol{Q}_{2} \boldsymbol{\Lambda}^{+} \boldsymbol{Q}_{2}^{\mathrm{H}},
$$

where the columns of $\boldsymbol{Q}_{1}$ are eigenvectors corresponding to eigenvalues with value 0 and the columns of $\boldsymbol{Q}_{2}$ are eigenvectors corresponding to positive eigenvalues, and the diagonal matrix $\boldsymbol{\Lambda}^{+}$has positive diagonal entries. In a slight change of notation, let us denote these entries as $\Lambda_{i}^{+}>0$ for $i=1, \ldots, N-M$, and there is no loss of generality in assuming that $0<\Lambda_{1}^{+} \leq \Lambda_{2}^{+} \leq \cdots \leq \Lambda_{N-M}^{+}$. It is straightforward to demonstrate that

$$
\begin{equation*}
\boldsymbol{u}^{\mathrm{H}} \boldsymbol{U} \boldsymbol{u}=0 \Longleftrightarrow \boldsymbol{U} \boldsymbol{u}=0 \Longleftrightarrow \boldsymbol{u} \in \operatorname{range}(\boldsymbol{C}) \Longleftrightarrow \boldsymbol{u} \in \operatorname{null}\left(\boldsymbol{Q}_{2}^{\mathrm{H}}\right) \tag{48}
\end{equation*}
$$

For the given observation vector $\boldsymbol{d}, \boldsymbol{u}$ is restricted to lie in the affine set $\mathcal{T}$, and we write $\boldsymbol{u} \mid \boldsymbol{d} \sim \mathcal{N}_{\mathcal{T}}(\overline{\boldsymbol{u}}, \boldsymbol{U})$ to designate that the posterior distribution of $\boldsymbol{u}$ is normally distributed on $\mathcal{T}$ with mean $\overline{\boldsymbol{u}}$ and covariance matrix $\boldsymbol{U}$. Even though $\boldsymbol{U}$ has no inverse, the probability density function of $\boldsymbol{u}$ on $\mathcal{T}$, which we denote as $p_{\mathcal{T}}(\boldsymbol{u} \mid \boldsymbol{d})$, is given by

$$
\begin{equation*}
p_{\mathcal{T}}(\boldsymbol{u} \mid \boldsymbol{d})=\frac{1}{\pi^{(N-M) / 2} \sqrt{\Pi_{i=1}^{N-M} \Lambda_{i}^{+}}} e^{-\left[\frac{1}{2}(\boldsymbol{u}-\overline{\boldsymbol{u}})^{\mathrm{H}} \boldsymbol{Q}_{2}\left(\boldsymbol{\Lambda}^{+}\right)^{-1} \boldsymbol{Q}_{2}^{\mathrm{H}}(\boldsymbol{u}-\overline{\boldsymbol{u}})\right]} . \tag{49}
\end{equation*}
$$

Notice the precise way that the positive eigenvalues appear in (49).
Now let us suppose that we have already chosen $M$ experiments from among the $L$ experiments $b_{i}(\cdot), i=1, \ldots, L$, and let $\boldsymbol{C}$ denote the experiment matrix, and let us consider adding an additional experiment, which would be the $(M+1)$ st experiment. Let this experiment be denoted as $\tilde{b}(\cdot)$, where $\tilde{b}(\cdot)$ is one of the $L$ experiments $b_{i}(\cdot)$, $i=1, \ldots, L$. In the matrix form, let $\tilde{\boldsymbol{b}}$ be the vector with entries $\tilde{b}\left(\psi_{n}\right)$ for $n=$ $1, \ldots, N$. We will assume that $\tilde{\boldsymbol{b}} \notin \operatorname{range}(\boldsymbol{C})$, so that the new/updated experiment matrix $\tilde{\boldsymbol{C}}:=\left[\begin{array}{ll}\boldsymbol{C} & \tilde{\boldsymbol{b}}\end{array}\right]$ has linearly independent columns. Then letting $\tilde{\boldsymbol{U}}:=\boldsymbol{U}(\tilde{\boldsymbol{C}})$, we have from (46) that

$$
\begin{equation*}
\tilde{\boldsymbol{U}}=\boldsymbol{U}_{0}-\boldsymbol{U}_{0} \tilde{\boldsymbol{C}}\left(\tilde{\boldsymbol{C}}^{\mathrm{H}} \boldsymbol{U}_{0} \tilde{\boldsymbol{C}}\right)^{-1} \tilde{\boldsymbol{C}}^{\mathrm{H}} \boldsymbol{U}_{0} . \tag{50}
\end{equation*}
$$

It turns out that $\tilde{U}$ simplifies to

$$
\begin{equation*}
\tilde{\boldsymbol{U}}=\boldsymbol{U}-\left(\frac{1}{\tilde{\boldsymbol{b}}^{\mathrm{H}} \boldsymbol{U} \tilde{\boldsymbol{b}}}\right) \boldsymbol{U} \tilde{\boldsymbol{b}} \tilde{\boldsymbol{b}}^{\mathrm{H}} \boldsymbol{U} \tag{51}
\end{equation*}
$$

(Equation (51) is derived by straightforward, but tedious, substitution using

$$
\begin{aligned}
& \left(\tilde{\boldsymbol{C}}^{\mathrm{H}} \boldsymbol{U}_{0} \tilde{\boldsymbol{C}}\right)^{-1} \\
& \quad=\left[\begin{array}{cc}
\boldsymbol{C}^{\mathrm{H}} \boldsymbol{U}_{0} \boldsymbol{C} & \boldsymbol{C}^{\mathrm{H}} \boldsymbol{U}_{0} \tilde{\boldsymbol{b}} \\
\tilde{\boldsymbol{b}}^{\mathrm{H}} \boldsymbol{U}_{0} \boldsymbol{C} & \tilde{\boldsymbol{b}}^{\mathrm{H}} \boldsymbol{U}_{0} \tilde{\boldsymbol{b}}
\end{array}\right]^{-1} \\
& \quad=\left[\begin{array}{cc}
\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{U}_{0} \boldsymbol{C}\right)^{-1}-\frac{\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{U}_{0} \boldsymbol{C}\right)^{-1} \boldsymbol{C}^{\mathrm{H}} \boldsymbol{U}_{0} \boldsymbol{b} \boldsymbol{b}^{\mathrm{H}} \boldsymbol{U}_{0} \boldsymbol{C}\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{U}_{0} \boldsymbol{C}\right)^{-1}}{\alpha} & \frac{\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{U}_{0} \boldsymbol{C}\right)^{-1} \boldsymbol{C}^{\mathrm{H}} \boldsymbol{U}_{0} \boldsymbol{b}}{\alpha} \\
& \frac{\boldsymbol{b}^{\mathrm{H}} \boldsymbol{U}_{0} \boldsymbol{C}\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{U}_{0} \boldsymbol{C}\right)^{-1}}{\alpha}
\end{array}\right]
\end{aligned}
$$

where $\alpha:=\tilde{\boldsymbol{b}}^{\mathrm{H}} \boldsymbol{U} \tilde{\boldsymbol{b}}$, and using the block form of the inverse above in (50) and simplifying terms. Note that the assumption that $\tilde{\boldsymbol{b}} \notin$ range $(\boldsymbol{C})$ implies via (48) that $\alpha=\tilde{\boldsymbol{b}}^{\mathrm{H}} \boldsymbol{U} \tilde{\boldsymbol{b}} \neq 0$ so the above objects are all well-defined.)

Let us now compare the ordered eigenvalues of $\boldsymbol{U}$ and $\tilde{\boldsymbol{U}}$, which we denote, respectively, as the arrays

$$
\begin{aligned}
& \boldsymbol{\lambda}:=\left(\begin{array}{llll}
\lambda_{1} & \lambda_{2} & \cdots & \lambda_{N}
\end{array}\right), \\
& \tilde{\boldsymbol{\lambda}}:=\left(\begin{array}{llll}
\tilde{\lambda}_{1} & \tilde{\lambda}_{2} & \cdots & \tilde{\lambda}_{N}
\end{array}\right) .
\end{aligned}
$$

From the linear independence assumption regarding the columns of $\boldsymbol{C}$ and $\tilde{\boldsymbol{C}}$ it follows using (48) that $\lambda_{1}=\cdots=\lambda_{M}=0$ and $\lambda_{M+1}>0$ and also that $\tilde{\lambda}_{1}=\cdots=\tilde{\lambda}_{M+1}=0$ and $\tilde{\lambda}_{M+2}>0$. Similar to (47), we will write

$$
\tilde{\boldsymbol{U}}=\left[\begin{array}{ll}
\tilde{\boldsymbol{Q}}_{1} & \tilde{\boldsymbol{Q}}_{2}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0}  \tag{52}\\
\mathbf{0} & \tilde{\boldsymbol{\Lambda}}^{+}
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{Q}}_{1}^{\mathrm{H}} \\
\tilde{\boldsymbol{Q}}_{2}^{\mathrm{H}}
\end{array}\right]=\tilde{\boldsymbol{Q}}_{2} \tilde{\boldsymbol{\Lambda}}^{+} \tilde{\boldsymbol{Q}}_{2}^{\mathrm{H}}
$$

where the columns of $\tilde{\boldsymbol{Q}}_{1}$ are eigenvectors corresponding to eigenvalues with value 0 and the columns of $\tilde{\boldsymbol{Q}}_{2}$ are eigenvectors corresponding to positive eigenvalues, and the diagonal matrix $\tilde{\boldsymbol{\Lambda}}^{+}$has positive diagonal entries. As with (52), we denote these entries as $\tilde{\Lambda}_{i}^{+}>0$ for $i=1, \ldots, N-M-1$, and there is no loss of generality in assuming that $0<\tilde{\Lambda}_{1}^{+} \leq \tilde{\Lambda}_{2}^{+} \leq \cdots \leq \tilde{\Lambda}_{N-M-1}^{+}$. Therefore we have

$$
\begin{aligned}
& \boldsymbol{\lambda}=\left(\begin{array}{lllllllll}
0 & 0 & \cdots & 0 & \Lambda_{1}^{+} & \Lambda_{2}^{+} & \Lambda_{3}^{+} & \cdots & \Lambda_{N-M}^{+} \\
\tilde{\boldsymbol{\lambda}}=\left(\begin{array}{lllllll} 
& \cdots & 0 & \cdots & 0 & 0 & \tilde{\Lambda}_{1}^{+} \\
\tilde{\Lambda}_{2}^{+} & \cdots & \tilde{\Lambda}_{N-M-1}^{+}
\end{array}\right),
\end{array}, ., ~\right.
\end{aligned}
$$

where there are $M$ leading zeros in $\boldsymbol{\lambda}$ and $M+1$ leading zeros in $\tilde{\boldsymbol{\lambda}}$ above.
Observe from (51) that $\tilde{\boldsymbol{U}}$ is a rank-1 modification of $\boldsymbol{U}$. As a consequence, it follows from the interlacing eigenvalue theorem (see Theorem 8.1.8 of [15] and discussion therein for example) that the eigenvalues of $\boldsymbol{U}$ and $\tilde{\boldsymbol{U}}$ are interlaced, namely,

$$
\begin{equation*}
\tilde{\lambda}_{1} \leq \lambda_{1} \leq \tilde{\lambda}_{2} \leq \lambda_{2} \leq \cdots \leq \lambda_{N-1} \leq \tilde{\lambda}_{N} \leq \lambda_{N} \tag{53}
\end{equation*}
$$

It therefore follows that

$$
\Lambda_{1}^{+} \leq \tilde{\Lambda}_{1}^{+} \leq \Lambda_{2}^{+} \leq \tilde{\Lambda}_{2}^{+} \leq \cdots \leq \Lambda_{N-M-1}^{+} \leq \tilde{\Lambda}_{N-M-1}^{+} \leq \Lambda_{N-M}^{+}
$$

This chain of inequalities is significant in that it provides lower bounds on the values of the updated eigenvalues $\tilde{\Lambda}_{i}^{+}$for $i=1, \ldots, N-M-1$ :

$$
\begin{equation*}
\tilde{\Lambda}_{i}^{+} \geq \Lambda_{i}^{+}, \text {for } i=1, \ldots, N-M-1 \tag{54}
\end{equation*}
$$

Note that this result is true for any newly added experiment $\tilde{\boldsymbol{b}}$ satisfying the condition that $\tilde{C}:=\left[\begin{array}{ll}\boldsymbol{C} & \tilde{b}\end{array}\right]$ has linearly independent columns.

Let us now consider if there might be an experiment $\tilde{\boldsymbol{b}}$ for which (54) holds at equality for all $i=1, \ldots, N-M-1$, thus simultaneously providing the lowest value of the new eigenvalues $\tilde{\Lambda}_{i}^{+}$for $i=1, \ldots, N-M-1$. Let $\boldsymbol{q}_{N}$ be an eigenvector of $\boldsymbol{U}$ corresponding to the largest eigenvalue of $\boldsymbol{U}$, namely, $\lambda_{N}=\Lambda_{N-M}^{+}$. Suppose that we are able to set the new experiment $\tilde{\boldsymbol{b}}$ so that $\tilde{\boldsymbol{b}}=\boldsymbol{q}_{N}$. In this case it follows from (51) and (47) that

$$
\begin{aligned}
\tilde{\boldsymbol{U}} & =\boldsymbol{U}-\left(\frac{1}{\boldsymbol{q}_{N}^{\mathrm{H}} \boldsymbol{U} \boldsymbol{q}_{N}}\right) \boldsymbol{U} \boldsymbol{q}_{N} \boldsymbol{q}_{N}^{\mathrm{H}} \boldsymbol{U} \\
& =\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{\mathrm{H}}-\left(\frac{1}{\boldsymbol{q}_{N}^{\mathrm{H}} \boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{\mathrm{H}} \boldsymbol{q}_{N}}\right) \boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{\mathrm{H}} \boldsymbol{q}_{N}^{\mathrm{H}} \boldsymbol{q}_{N} \boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{\mathrm{H}} \\
& =\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{\mathrm{H}}-\lambda_{N} \boldsymbol{q}_{N} \boldsymbol{q}_{N}^{\mathrm{H}}
\end{aligned}
$$

and it follows that the columns of $\boldsymbol{Q}$ comprise a set of orthonormal eigenvectors of $\tilde{\boldsymbol{U}}$ and that the nonzero eigenvalues of $\tilde{\boldsymbol{U}}$ are precisely $\Lambda_{i}^{+}$for $i=1, \ldots, N-M-1$. Therefore the nonzero eigenvalues of $\tilde{\boldsymbol{U}}$ are in fact $\tilde{\Lambda}_{i}^{+}=\Lambda_{i}^{+}$for $i=1, \ldots, N-M-1$. We therefore see that when $\tilde{\boldsymbol{b}}=\boldsymbol{q}_{N},(54)$ is satisfied at equality for all $i=1, \ldots, N-$ $M-1$. In light of the lower bounds given in (54) it holds that $\tilde{\boldsymbol{b}}=\boldsymbol{q}_{N}$ is the ideal next experiment as it simultaneously minimizes any (and hence every) monotone function $h(\cdot)$ of the nonzero eigenvalues of $\tilde{\boldsymbol{U}}$.

From a practical point of view, we would not expect there to be an experiment $b_{i}(\cdot)$ whose corresponding $\tilde{\boldsymbol{b}}_{i}$ vector satisfies $\tilde{\boldsymbol{b}}_{i}=\boldsymbol{q}_{N}\left(\right.$ or $\left.\tilde{\boldsymbol{b}}_{i}=-\boldsymbol{q}_{N}\right)$. Instead, it makes good intuitive sense to seek an experiment $\tilde{\boldsymbol{b}}_{i}$ that makes the smallest angle with $\pm \boldsymbol{q}_{N}$.

This leads to the criterion to choose the next experiment by finding the index $i_{\text {next }}^{*}$ such that

$$
i_{\text {next }}^{*}=\arg \max _{i \in\{1, \ldots, L\}} \frac{\left|\boldsymbol{b}_{i}^{\mathrm{H}} \boldsymbol{q}_{N}\right|}{\left\|\boldsymbol{b}_{i}\right\|}
$$

This is formalized in the following algorithm.
0 . (Initial values.) $M \leftarrow 0$. Given the matrix $\boldsymbol{K}$, set the initial posterior covariance matrix $\boldsymbol{U}$ to be the prior covariance matrix:

$$
\begin{equation*}
\boldsymbol{U}=\boldsymbol{A}^{-1} \boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}} \tag{55}
\end{equation*}
$$

1. (Compute eigenvector of largest eigenvalue.) Solve the eigenvalue problem $\boldsymbol{U} \boldsymbol{v}=\lambda \boldsymbol{v}$ to obtain the maximum eigenvalue $\lambda_{\max }$ and the corresponding eigenvector $\boldsymbol{v}_{\text {max }}$.
2. (Determine the next experiment to add.) Find an index $i_{\text {next }}^{*}$ such that

$$
\begin{equation*}
i_{\text {next }}^{*}=\arg \max _{i \in\{1, \ldots, L\}} \frac{\left|\boldsymbol{b}_{i}^{\mathrm{H}} \boldsymbol{v}_{\max }\right|}{\left\|\boldsymbol{b}_{i}\right\|} \tag{56}
\end{equation*}
$$

and append $\boldsymbol{b}_{i_{\text {next }}^{*}}$ to the current matrix $\boldsymbol{C}$ to form the updated matrix $\boldsymbol{C} \leftarrow$ $\left[\begin{array}{ll}\boldsymbol{C} & \boldsymbol{b}_{i_{\text {next }}}\end{array}\right]$. Perform the new experiment to obtain the experiment outcome value $d_{M+1}$. Update the number of experiments: $M \leftarrow M+1$. If $M \geq M_{\max }$, stop. (Optional: apply other stopping criterion to determine whether to stop.)
3. (Update posterior covariance matrix.) Given the updated matrix $\boldsymbol{C}$, calculate the updated posterior covariance matrix $\boldsymbol{U}$ as

$$
\begin{equation*}
\boldsymbol{U}=\boldsymbol{A}^{-1}\left(\boldsymbol{K}-\boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}} \boldsymbol{C}\left(\sigma^{2} \boldsymbol{I}+\boldsymbol{C}^{\mathrm{H}} \boldsymbol{A}^{-1} \boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}} \boldsymbol{C}\right)^{-1} \boldsymbol{C}^{\mathrm{H}} \boldsymbol{A}^{-1} \boldsymbol{K}\right) \boldsymbol{A}^{-\mathrm{H}} \tag{57}
\end{equation*}
$$

4. (Optional: update hyperparameters.) Optionally, given the updated experiments and their outcomes, reset the hyperparameters $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{J}\right)$ of the covariance operator $k(\cdot, \cdot, \boldsymbol{\theta})$ in (20) by approximately solving the likelihood maximization problem (24) as described in section 3.3.
5. Go to step 1.

While the algorithm is best conceptualized for the case when $\sigma=0$, we have found that in practice it also works well for $\sigma>0$, using the intuitive notion that for small values of $\sigma$ the mathematics developed and used in this section remains approximately valid. Indeed, as we will see in section 5 , the algorithm works very well for $\sigma>0$ in the applications of interest herein.

Notice that the computational complexity of this algorithm scales very favorably with the number of possible experiments $L$. Specifically, the algorithm needs to evaluate $L$ scalar products $\boldsymbol{b}_{i}^{\mathrm{H}} \boldsymbol{v}_{\text {max }}, i=1, \ldots, L$ only once at each of the $M$ steps. Therefore, the algorithm can accommodate a large list of possible experiments without too much computational effort so long as $M$ is relatively small.

Let us now discuss the optional step 4 in the above algorithm. By our way of choosing the covariance operator discussed in subsection 3.4, the matrix $\boldsymbol{K}$ depends on the observations. Ultimately, the prior covariance matrix $\boldsymbol{K}$ plays an important role in the posterior covariance matrix $\boldsymbol{U}$ as it is given by (57). By updating the hyperparameters when a new experiment is chosen, we hope to further reduce the "size" of the posterior covariance matrix $\boldsymbol{U}$ through a good choice of the prior covariance matrix $\boldsymbol{K}$. In all numerical examples presented in the next section, we carry out the optional step 4 in our greedy algorithm.


Fig. 1. Plot of $u^{\mathrm{o}}$ (left), $u^{\text {true }}$ (middle), and their difference $u^{\mathrm{o}}-u^{\text {true }}$ (right).
5. Numerical results. We will demonstrate the proposed method on numerical examples from a variety of second-order linear PDEs such as heat equations, convection-diffusion equations, and Helmholtz equations. In order to verify the performance of our method, we will specify the true state and generate the observations by adding Gaussian noise to the true outputs. Since our examples involve second-order PDEs, we will consider the covariance operator of the form

$$
\begin{equation*}
k(w, v ; \boldsymbol{\theta})=\theta_{1} \int_{\Omega} w v d \boldsymbol{x}+\theta_{2} \int_{\Omega} \nabla w \cdot \nabla v d \boldsymbol{x} \tag{58}
\end{equation*}
$$

which is related to the $H^{1}(\Omega)$ inner product. Note that the covariance operator is positive-semidefinite when the hypeparameters are nonnegative.
5.1. Heat conduction example. We consider the following PDE model for heat conduction in a unit square domain:

$$
\begin{equation*}
-\Delta u^{\circ}=f^{\circ} \quad \text { in } \Omega \quad \text { and } \quad u^{\circ}=0 \quad \text { on } \partial \Omega \tag{59}
\end{equation*}
$$

where $\Omega \equiv(0,1) \times(0,1)$ and $f^{\circ}=2 \pi^{2}$. The Garlerkin FE formulation of this model problem has the bilinear form and the linear functional

$$
\begin{equation*}
a(w, v)=\int_{\Omega} \nabla w \cdot \nabla v d x d y, \quad \ell(v)=\int_{\Omega} f^{\circ} v d x d y \quad \forall w, v \in V \tag{60}
\end{equation*}
$$

respectively. Here $V$ is a FE approximation space of piecewise linear polynomials defined on a finite element mesh of 5,000 elements. Figure 1 shows a plot of the finite element solution of our PDE model (59). The possible observation functionals are specified as

$$
\begin{equation*}
b_{i}(v)=\int_{\Omega} \exp \left(-\frac{\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}}{0.25^{2}}\right) v d x d y, \quad i=1, \ldots, L \tag{61}
\end{equation*}
$$

where $\left(x_{i}, y_{i}\right), i=1, \ldots, L=961$ are the points of a $31 \times 31$ uniform grid as shown in Figure 2. These spatial points represent possible measurement locations at which we obtain the observations. We assume that the observations are noise-free.

Furthermore, we assume that the true state is $u^{\text {true }}=\sin (\pi x) \sin (\pi y)$ as depicted in Figure 1. We note that the true state $u^{\text {true }}$ is the solution of the PDE model (59) in which the source term $f^{\circ}=2 \pi^{2}$ is replaced with $f^{\text {true }}=2 \pi^{2} \sin (\pi x) \sin (\pi y)$. Therefore, the source of uncertainty in our PDE model (59) comes from the source term. Due to this uncertainty, as shown in Figure 1, the solution $u^{\circ}$ of the PDE model


Fig. 2. Potential measurement points (left) and selected measurement locations (right).


Fig. 3. The first hyperparameter $\theta_{1}$ (left) and the error norm and the standard deviation norm (right) as a function of $M$. Note that the maximum likelihood approach yields $\theta_{2}=0$ and $\sigma=0$.
(59) is significantly different from the true state $u^{\text {true }}$. In what follows, we combine the PDE model (59) with observations to improve the prediction of the true state by using the functional regression method.

The hyperparameters $\left(\theta_{1}, \theta_{2}, \sigma\right)$ are chosen to maximize the $\log$ marginal likelihood on a uniform grid $50 \times 40 \times 40$ of the hyperparameter domain $\Theta \equiv[0.1,25] \times$ $[0,1] \times[0,0.1]$. We next pursue the greedy algorithm to determine the measurement locations, which are shown in Figure 2. We observe that the selected measurement locations are distributed over the whole domain. Figure 3 shows the hyperparameter $\theta_{1}$ and the $L^{2}(\Omega)$ norm of the standard function $\|\sqrt{\eta}\|_{\Omega}$ as well as the error norm $\left\|u^{\text {true }}-\bar{u}\right\|_{\Omega}$ as a function of the number of measurements. It is interesting to note that the maximum likelihood approach yields $\theta_{2}=0$ and $\sigma=0$. This means that our bilinear covariance operator $k$ is collinear with the $L^{2}$ inner product and that $\sigma=0$ coincides with the noise-free observations. Figure 4 shows the posterior variance function and the selected measurement points at each iteration of our greedy algorithm. We observe that the variance reduces as we increase the number of measurements and that the measurement points are typically selected near the maximum peak of the posterior variance function.


Fig. 4. The variance function $\eta(\boldsymbol{x})$ and the measurement points for $M=1, \ldots, 12$, where the order goes from from left to right and top to bottom.
5.2. Convection-diffusion example. We next consider a convection-diffusion problem on a unit square $\Omega \equiv(0,1) \times(0,1)$ :

$$
\begin{equation*}
-\Delta u^{\circ}+\boldsymbol{c}^{\circ} \cdot \nabla u^{\circ}=f^{\circ} \quad \text { in } \Omega \quad \text { and } \quad u^{\circ}=0 \quad \text { on } \partial \Omega, \tag{62}
\end{equation*}
$$

where $\boldsymbol{c}^{\circ}=(10,10)$ and $f^{\circ}=10$. The Garlerkin FE formulation of the above PDE model is derived with the bilinear form and the linear functional (63)
$a(w, v)=\int_{\Omega} \nabla w \cdot \nabla v d x d y+\int_{\Omega}\left(c^{\mathrm{o}} \cdot \nabla w\right) v d x d y, \quad \ell(v)=\int_{\Omega} f^{\circ} v d x d y \quad \forall w, v \in V$,


Fig. 5. The hyperparameter $\theta_{1}$ versus $M$ (a), the measurement locations (b), and the error and the standard deviation versus $M(\mathrm{c})$. Note that $\theta_{2}=0$ and $\sigma=0$.
where $V$ is a FE approximation space of piecewise polynomials of degree $p=3$ and is defined on a mesh of 800 elements. The possible measurement points and observation functionals are the same as in the previous example. We assume that the observations are noise-free.

To assess our method, we assume that the true state $u^{\text {true }}$ is the solution of the PDE model (62) in which the convective velocity $\boldsymbol{c}^{\circ}=(10,10)$ is replaced with $\boldsymbol{c}^{\text {true }}=(15,15)$. Hence, the source of uncertainty in our PDE model (62) comes from the convective velocity. In this example, the uncertainty is present in the bilinear form $a$, whereas in the previous example the uncertainty is present in the linear functional $\ell$. This example serves to demonstrate the effectiveness of our method on cases where uncertainty affects PDE operators.

The covariance operator has the form (58), where $\left(\theta_{1}, \theta_{2}\right)$ and $\sigma$ are computed by maximizing the likelihood on a uniform grid $200 \times 50 \times 50$ of the domain $\Theta \equiv[0.1,10] \times$ $[0,1] \times[0,0.1]$. Note that $\theta_{2}=0$ and $\sigma=0$, while $\theta_{1}$ is shown in Figure $5(\mathrm{a})$. Figure 5 also shows the measurement locations and the norm of the standard function $\|\sqrt{\eta}\|_{\Omega}$ as well as the error norm $\left\|u^{\text {true }}-\bar{u}\right\|_{\Omega}$ as a function of the number of measurements. As expected, both the error norm and the standard deviation norm decrease as $M$ increases. Hence, increasing the number of measurements reduces the uncertainty. This can be seen more clearly in Figure 6, which shows the absolute error function and the standard deviation function for $M=20,40$, and 60 . We observe that the error near the top right conner of the domain is much larger than the one near the bottom left conner of the domain, while the standard deviation is spread over the physical domain much more evenly than the error.
5.3. A Helmholtz example. We consider the sound-hard scattering of an incident plane wave $u^{\mathrm{inc}}=\exp (i k x)$ by a circle of radius $a=1$, where $k$ is the wave number. The scattered field satisfies the exterior Helmholtz problem

$$
\begin{align*}
& \Delta u^{\text {true }}+k^{2} u^{\text {true }}=0 \quad \text { in } \mathbb{R}^{2} \backslash \Omega_{\mathrm{c}} \\
& \nabla u^{\text {true }} \cdot \boldsymbol{n}+\nabla u^{\text {inc }} \cdot \boldsymbol{n}=0 \\
& \text { on } \Gamma_{\mathrm{c}}  \tag{64}\\
& \lim _{r \rightarrow \infty} \sqrt{r}\left(\frac{\partial u^{\text {true }}}{\partial r}-i k u^{\text {true }}\right)=0
\end{align*}
$$

where $\Omega_{\mathrm{c}}$ is the domain of the unit circle and $\Gamma_{\mathrm{c}}$ is the boundary of the unit circle. The last condition is known as Sommerfeld radiation condition. It is known that the


Fig. 6. The absolute error function $\left|\bar{u}(\boldsymbol{x})-u^{\text {true }}(\boldsymbol{x})\right|$ (top row) and the standard deviation function $\sqrt{\eta(\boldsymbol{x})}$ (bottom row) for $M=20$ (left), $M=40$ (middle), and $M=60$ (right).
solution of the above Helmholtz problem has the analytical form

$$
\begin{equation*}
u^{\operatorname{true}}(x, y)=-\frac{J_{0}^{\prime}(k a)}{H_{0}^{1^{\prime}}(k a)} H_{0}^{1}(k r)-2 \sum_{n=1}^{\infty} i^{n} \frac{J_{n}^{\prime}(k a)}{H_{n}^{1^{\prime}}(k a)} H_{n}^{1}(k r) \cos (n \theta) \tag{65}
\end{equation*}
$$

where $(r, \theta)$ are polar coordinates of $(x, y)$, and $J_{n}$ and $H_{n}^{1}$ are the Bessel function and the Hankel function of the first kind, respectively [17]. Note that the prime denotes the derivative of a function with respect to its argument.

Since the scatter is simple the solution of the exterior Helmholtz problem (64) is known analytically. For more complicated scatterers, however, the problem is usually solved by using a numerical method. In the case of a finite element method, the unbounded domain need to be truncated to a bounded domain and the Sommerfeld radiation condition should be replaced with a suitable absorbing boundary condition at the exterior boundary of the truncated domain. This gives rise to the following PDE model:

$$
\begin{align*}
\Delta u^{\mathrm{o}}+k^{2} u^{\mathrm{o}}=0 & \text { in } \Omega, \\
\nabla u^{\mathrm{o}} \cdot \boldsymbol{n}+\nabla u^{\text {inc }} \cdot \boldsymbol{n}=0 & \text { on } \Gamma_{\mathrm{c}},  \tag{66}\\
\nabla u^{\mathrm{o}} \cdot \boldsymbol{n}-i k u^{\mathrm{o}}=0 & \text { on } \Gamma_{\mathrm{o}},
\end{align*}
$$

where $\Omega$ is the truncated domain as shown in Figure 7 and $\Gamma_{\mathrm{o}}$ is the exterior boundary of the truncated domain. Note here that we approximate the Sommerfeld radiation condition by the first-order absorbing boundary condition. The weak formulation of the PDE model (66) is given by

$$
\begin{equation*}
a\left(u^{\circ}, v\right)=\ell(v) \quad \forall v \in X \tag{67}
\end{equation*}
$$



FIg. 7. The measurement locations obtained using the greedy algorithm for two different noise levels: $\sigma_{\text {noise }}=0.005$ (left) and $\sigma_{\text {noise }}=0.01$ (right).
where, for all $w, v \in X$,

$$
\begin{align*}
a(w, v) & =\int_{\Omega}\left(\nabla w \cdot \nabla v-k^{2} w v\right) d x d y-\int_{\Gamma_{\mathrm{o}}} i k w v d x d y  \tag{68}\\
\ell(v) & =-\int_{\Gamma_{\mathrm{c}}}\left(\nabla u^{\mathrm{inc}} \cdot \boldsymbol{n}\right) v d x d y
\end{align*}
$$

and $X \equiv H^{1}(\Omega)$. In practice, we replace $X$ with a finite-dimensional space $V$ which is a FE approximation space of piecewise polynomials of degree $p=3$ and is defined on a mesh of 800 elements. This FE discretization is fine enough such that the numerical error is negligible.

This example serves to demonstrate our approach when the uncertainty sources originate from the domain truncation and the boundary condition. We aim to improve the prediction of the scattered field $u^{\text {true }}$ by combining the PDE model (66) with observations of the scattered field. Of particular interest is the value of the scattered field on the unit circle, as it ultimately determines the radar cross section. The possible observation functionals are specified as

$$
\begin{equation*}
b_{i}(v)=\int_{\Omega} \exp \left(-\frac{\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}}{0.25^{2}}\right) v d x d y, \quad i=1, \ldots, L \tag{69}
\end{equation*}
$$

where $\left(x_{i}, y_{i}\right), i=1, \ldots, L=3720$ coincide with the mesh points. We will consider noisy observations which are obtained by adding Gaussian noise of zero mean and standard deviation $\sigma_{\text {noise }}$ to the noise-free observations.

The hyperparameters $\left(\theta_{1}, \theta_{2}, \sigma\right)$ are computed by maximizing the likelihood on a uniform grid $100 \times 50 \times 50$ of the domain $\Theta \equiv[0.01,1] \times[0,1] \times[0,0.02]$. We present in Table 1 the hyperparameters for $M=4,8,12$. We observe that $\sigma$ is quite close to $\sigma_{\text {noise }}$ for $M=12$. Hence, the likelihood maximization approach yields a good estimate of the noise level when the number of measurements is sufficient. We present in Figure 7 the selected measurement locations for two different noise levels in the observations: $\sigma_{\text {noise }}=0.005$ and $\sigma_{\text {noise }}=0.01$. It is interesting to see that in all cases

Table 1
The hyperparameters $\left(\theta_{1}, \theta_{2}, \sigma\right)$ for the two different noise levels in the observations.

|  | $\sigma_{\text {noise }}=0.005$ |  |  | $\sigma_{\text {noise }}=0.01$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $M$ | $\theta_{1}$ | $\theta_{2}$ | $\sigma$ | $\theta_{1}$ | $\theta_{2}$ | $\sigma$ |
| 4 | 0.0300 | 0.0000 | 0.0000 | 0.0100 | 0.0000 | 0.0125 |
| 8 | 0.0282 | 0.0000 | 0.0081 | 0.0400 | 0.0000 | 0.0070 |
| 12 | 0.0455 | 0.0000 | 0.0049 | 0.0336 | 0.0000 | 0.0086 |

the measurement locations are quite close to the unit circle and distributed quite uniformly along the unit circle.

We next show the true state, the mean prediction, and the $95 \%$ confidence region (shaded area) for $\sigma_{\text {noise }}=0.005$ in Figure 8, and for $\sigma_{\text {noise }}=0.01$ in Figure 9. Here the $95 \%$ confidence region is an area bounded by the mean prediction plus and minus two times the standard deviation function. We see that increasing $M$ can improve the accuracy of the mean prediction for $\sigma_{\text {noise }}=0.005$. However, for $\sigma_{\text {noise }}=0.01$, the mean prediction does not get better as we increase $M$. This means that when $\sigma_{\text {noise }}$ is equal or greater than 0.01 , the observations do not add a positive contribution to the prediction of the true state. For $\sigma_{\text {noise }}=0.005$ the $95 \%$ confidence region shrinks quite rapidly as $M$ increases, whereas for $\sigma_{\text {noise }}=0.01$ the $95 \%$ confidence region does not shrink as $M$ increases. Therefore, when the observations become too noisy, adding more observations does not help improve the prediction. Clearly, the mean prediction and error estimate get worse as the noise level increases.
6. Conclusions. We have presented a statistical method that combines a linear PDE model with observations to predict the state of a physical problem. First, a random functional is introduced into the PDE model to account for various sources of uncertainty in the model. This random functional is posed as a Gaussian process with zero mean and prior covariance operator. Next, a linear regression model for the Gaussian functional is derived by utilizing the adjoint states and the observations. This regression model allows us to compute the posterior distribution of both the Gaussian functional and the state estimate. A key ingredient of our method is the prior covariance operator of the Gaussian functional. We propose a class of affine bilinear forms for the prior covariance operator and determine the associated hyperparameters based on the observations. Furthermore, we devise a greedy algorithm to select observations among a large number of possible measurements.

We would like to extend our approach to nonlinear PDEs. Two new challenges arise in the nonlinear case. First, although the functional $g$ is Gaussian, the state $u$ is no longer a Gaussian random field because of the nonlinearity. Second, the nonlinearity prevents a direct link between the adjoint solutions and the observations, thereby complicating the regression model. Our research will focus on addressing these issues.

Appendix A. Relationship with variational data assimilation. Let $\boldsymbol{\beta}=$ $\boldsymbol{D}^{-1}\left(\boldsymbol{d}-\boldsymbol{s}^{\circ}\right)$ and $\overline{\boldsymbol{q}}=\boldsymbol{\Phi} \boldsymbol{\beta}$. We can easily show that $(\overline{\boldsymbol{u}}, \overline{\boldsymbol{q}}, \boldsymbol{\beta})$ is the optimal solution of the following least squares minimization problem

$$
\begin{align*}
\min _{(\boldsymbol{z}, \boldsymbol{w}, \gamma) \in \mathbb{C}^{N} \times \mathbb{C}^{N} \times \mathbb{C}^{M}} & \frac{1}{2} \boldsymbol{w}^{\mathrm{H}} \boldsymbol{K} \boldsymbol{w}+\frac{1}{2} \sigma^{2} \gamma^{\mathrm{H}} \gamma \\
\text { s.t. } & \boldsymbol{A} \boldsymbol{z}+\boldsymbol{K} \boldsymbol{w}=\boldsymbol{l}  \tag{70}\\
& \boldsymbol{C}^{\mathrm{H}} \boldsymbol{z}+\sigma^{2} \boldsymbol{\gamma}=\boldsymbol{d}
\end{align*}
$$



Fig. 8. Panels show the true state and the mean prediction as a function of $\theta$ : the real part (left) and the imaginary part (right). These results are obtained using $M=4$ (top row), $M=8$ (middle row), and $M=12$ (bottom row) observations with $\sigma_{\text {noise }}=0.005$. In these plots the shaded area represents the mean prediction plus and minus two times the standard deviation function (corresponding to the $95 \%$ confidence region).

By eliminating the constraints in the least-squares problem (70) we obtain the following result:

$$
\begin{equation*}
\overline{\boldsymbol{u}}:=\arg \min _{\boldsymbol{z} \in \mathbb{C}^{N}} \frac{1}{2}(\boldsymbol{A} \boldsymbol{z}-\boldsymbol{l})^{\mathrm{H}} \boldsymbol{K}^{-1}(\boldsymbol{A} \boldsymbol{z}-\boldsymbol{l})+\frac{1}{2} \sigma^{-2}\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{z}-\boldsymbol{d}\right)^{\mathrm{H}}\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{z}-\boldsymbol{d}\right) . \tag{71}
\end{equation*}
$$

We see that the posterior mean is optimal in the sense that it minimizes an error objective function, which is defined as the sum of the model error and the output


Fig. 9. Panels show the true state and the mean prediction as a function of $\theta$ : the real part (left) and the imaginary part (right). These results are obtained using $M=4$ (top row), $M=$ 8 (middle row), and $M=12$ (bottom row) observations with $\sigma_{\text {noise }}=0.01$. In these plots the shaded area represents the mean prediction plus and minus two times the standard deviation function (corresponding to the $95 \%$ confidence region).
error. Furthermore, we can write (71) as

$$
\begin{equation*}
\overline{\boldsymbol{u}}:=\arg \min _{\boldsymbol{z} \in \mathbb{C}^{N}} \frac{1}{2}\left(\boldsymbol{z}-\boldsymbol{u}^{\mathrm{o}}\right)^{\mathrm{H}} \boldsymbol{U}_{0}^{-1}\left(\boldsymbol{z}-\boldsymbol{u}^{\mathrm{o}}\right)+\frac{1}{2} \sigma^{-2}\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{z}-\boldsymbol{d}\right)^{\mathrm{H}}\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{z}-\boldsymbol{d}\right), \tag{72}
\end{equation*}
$$

where $\boldsymbol{U}_{0}=\boldsymbol{A}^{-1} \boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}}$. The optimization formulation (72) is known as 3 D variational data assimilation $[8,22]$. It shows the relation between our method and 3D variational data assimilation.

Appendix B. Relationship with the Kalman method. Let us review the Kalman method [19] for state estimation. We begin by assuming that the state vector $\boldsymbol{u}$ is Gaussian with the prior distribution

$$
\begin{equation*}
p(\boldsymbol{u}) \propto \exp \left(-\frac{1}{2}\left(\boldsymbol{u}-\boldsymbol{u}^{\mathrm{b}}\right)^{\mathrm{H}} \boldsymbol{B}^{-1}\left(\boldsymbol{u}-\boldsymbol{u}^{\mathrm{b}}\right)\right), \tag{73}
\end{equation*}
$$

where $\boldsymbol{u}^{\mathrm{b}}$ is the background state vector and $\boldsymbol{B}$ is the background covariance matrix. Furthermore, the data $\boldsymbol{d}$ is assumed to have a Gaussian probability density function with covariance $\boldsymbol{R}$ and mean $\boldsymbol{C}^{\mathrm{H}} \boldsymbol{u}$. The likelihood function is thus given by

$$
\begin{equation*}
p(\boldsymbol{d} \mid \boldsymbol{u}) \propto \exp \left(-\frac{1}{2}\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{u}-\boldsymbol{d}\right)^{\mathrm{H}} \boldsymbol{R}^{-1}\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{u}-\boldsymbol{d}\right)\right) . \tag{74}
\end{equation*}
$$

The posterior distribution of $\boldsymbol{u}$ is given by Bayes' theorem (see equation (2.3) on page 17 in [33]):

$$
\begin{equation*}
p(\boldsymbol{u} \mid \boldsymbol{d}) \propto p(\boldsymbol{d} \mid \boldsymbol{u}) p(\boldsymbol{u}) \tag{75}
\end{equation*}
$$

It can be shown by algebraic manipulations that the posterior distribution is also Gaussian

$$
\begin{equation*}
p(\boldsymbol{u} \mid \boldsymbol{d}) \propto \exp \left(-\frac{1}{2}(\boldsymbol{u}-\hat{\boldsymbol{u}})^{\mathrm{H}} \hat{\boldsymbol{U}}^{-1}(\boldsymbol{u}-\hat{\boldsymbol{u}})\right) . \tag{76}
\end{equation*}
$$

Here the posterior mean $\hat{\boldsymbol{u}}$ and covariance $\hat{\boldsymbol{U}}$ are given by the Kalman formulas

$$
\begin{equation*}
\hat{\boldsymbol{u}}=\boldsymbol{u}^{\mathrm{b}}+\boldsymbol{H}\left(\boldsymbol{d}-\boldsymbol{C}^{\mathrm{H}} \boldsymbol{u}^{\mathrm{b}}\right), \quad \hat{\boldsymbol{U}}=\boldsymbol{B}-\boldsymbol{H} \boldsymbol{C}^{\mathrm{H}} \boldsymbol{B} \tag{77}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{H}=\boldsymbol{B} \boldsymbol{C}\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{B} \boldsymbol{C}+\boldsymbol{R}\right)^{-1} \tag{78}
\end{equation*}
$$

is the so-called Kalman gain matrix.
We now show that our method is related to the Kalman method for a particular choice of the background state vector and the background covariance matrix. In particular, let us choose the prior information as

$$
\begin{equation*}
\boldsymbol{u}^{\mathrm{b}}=\boldsymbol{u}^{\mathrm{o}}, \quad \boldsymbol{B}=\boldsymbol{A}^{-1} \boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}}, \quad \boldsymbol{R}=\sigma^{2} \boldsymbol{I} \tag{79}
\end{equation*}
$$

It then follows from (77)-(79) that

$$
\begin{align*}
\hat{\boldsymbol{u}} & =\boldsymbol{u}^{\mathrm{o}}+\boldsymbol{A}^{-1} \boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}} \boldsymbol{C}\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{A}^{-1} \boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}} \boldsymbol{C}+\sigma^{2} \boldsymbol{I}\right)^{-1}\left(\boldsymbol{d}-\boldsymbol{s}^{\mathrm{o}}\right) \\
\hat{\boldsymbol{U}} & =\boldsymbol{A}^{-1} \boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}}-\boldsymbol{A}^{-1} \boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}} \boldsymbol{C}\left(\boldsymbol{C}^{\mathrm{H}} \boldsymbol{B} \boldsymbol{C}+\sigma^{2} \boldsymbol{I}\right)^{-1} \boldsymbol{C}^{\mathrm{H}} \boldsymbol{A}^{-1} \boldsymbol{K} \boldsymbol{A}^{-\mathrm{H}} \tag{80}
\end{align*}
$$

We see that the Kalman method yields exactly the same posterior distribution as our method when the priors are chosen by (79). Our method provides a systematic way to choose appropriate priors which are very important in the context of the Kalman method.
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