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Abstract. We attempt a broad exploration of properties and connections between the symme-
try function of a convex set S C IR™ and other arenas of convexity including convex functions,
convex geometry, probability theory on convex sets, and computational complexity. Given a
point z € S, let sym(z, S) denote the symmetry value of z in S:

sym(z,S) := max{a > 0:z+ a(z —y) € S for every y € S},
which essentially measures how symmetric S is about the point z, and define

sym(S) := max sym(z, S) ;

x* is called a symmetry point of S if z* achieves the above maximum. The set S is a symmetric
set if sym(S) = 1.

There are many important properties of symmetric convex sets; herein we explore how these
properties extend as a function of sym(S) and/or sym(z,S). By accounting for the role of
the symmetry function, we reduce the dependence of many mathematical results on the strong
assumption that S is symmetric, and we are able to capture and otherwise quantify many of
the ways that the symmetry function influences properties of convex sets and functions.

The results in this paper include functional properties of sym(z, S), relations with several
convex geometry quantities such as volume, distance, and cross-ratio distance, as well as set
approximation results, including a refinement of the Lowner-John rounding theorems, and
applications of symmetry to probability theory on convex sets. We provide a characterization
of symmetry points z* for general convex sets. Finally, in the polyhedral case, we show how to
efficiently compute sym(.S) and a symmetry point z* using linear programming. The paper also
contains discussions of open questions as well as unproved conjectures regarding the symmetry
function and its connection to other areas of convexity theory.

1. Introduction

We attempt a broad exploration of properties and connections between the sym-
metry function of a convex set S C IR"™ and other areas of convexity including
convex functions, convex geometry, probability theory on convex sets, and com-
putational complexity. Given a closed convex set S and a point x € S, define
the symmetry of S about x as follows:

sym(z, S) := max{a > 0:z+ a(r —y) € S for every y € S} , (1)
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which intuitively states that sym(z,.S) is the largest scalar « such that every
point y € S can be reflected through x by the factor o and still lie in S. The
symmetry value of S then is:

sym(S) := max sym(z, S) , (2)

and z* is a symmetry point of S if x* achieves the above maximum (also called a
“critical point” in [12], [14] and [19]). S is symmetric if sym(S) = 1. There are
a variety of other measures of symmetry (or asymmetry) for a convex set that
have been studied over the years, see Griilnbaum [12] for example; the symmetry
measure based on (2) is due to Minkowski [19], which in all likelihood was the
first and most useful such symmetry measure.

We explore fundamental properties of sym(z, S), and we present new results
in other areas of convexity theory that are connected to the symmetry func-
tion. In Section 2 we examine functional properties of sym(z, .S). We show that
sym(z,S) is a quasiconcave function, and more importantly, that sym(z,.S)
is a logconcave function and therefore inherits some of the strong results of
logconcave functions related to sampling on convex sets (Theorem 1). We also
show that sym(zx, S) is the infimum of linear fractional functions related to the
supporting hyperplanes of S (Proposition 1). In Proposition 3 we explore the be-
havior of sym(z, S) under basic set operations such as intersection, Minkowski
sums, polarity, Cartesian product, and affine transformation. And in Proposition
2 we characterize sym(x, S) when S is symmetric.

In Section 3 we focus on connections between sym(z, S) and a wide variety of
geometric properties of convex bodies, including volume ratios, distance metrics,
set-approximation and rounding results, and probability theory on convex sets.
It is well-known that any half-space whose bounding hyperplane passes through
the center of mass zg of S will cut off at least 1/e and at most 1 — 1/e of the
volume of S, see Gritnbaum [11]. In a similar vein, in Section 3.1 we present lower
and upper bounds on ratios of volumes of S to the intersection of S with a half-
space whose bounding hyperplane passes through x, as a function of sym(z, S)
(Theorem 2), as well as lower bounds on the (n — 1)-dimensional volume ratios
of slices of S defined by the intersection of S with a hyperplane passing through
x, as a function of sym(z, S) (Theorem 3).

If S is a symmetric convex body, then it is a straightforward exercise to show
that the symmetry point of S is unique. Furthermore, if S is nearly symmetric,
intuition suggests that two points in S with high symmetry values cannot be
too far apart. This intuition is quantified Section 3.2, where we present upper
bounds on the relative distance (in any norm) between two points x,y € S as
a function of sym(z, S) and sym(y, S) (Theorem 4) and upper bounds on the
“cross-ratio distance” in Theorem 5.

Section 3.3 examines the approximation of the convex set S by another con-
vex set P. We say that P is a B-approximation of S if there exists a point z € S
such that P C S —x C P. In the case when P is an ellipsoid centered at the
origin, then the statement “P is a (-approximation of S” is equivalent to “GP



Symmetry Function of a Convex Set 3

provides a +-rounding of S.” We examine the interrelationship between the sym-
metry function and bounds on (-approximations for S. We show that for any
x € S there exists a v/n/sym(z, S)-rounding of S centered at z (Theorem 7). A
classical example of S-approximation is given by the Lowner-John theorem [15],
which guarantees a 1/4/n-approximation for a symmetric convex body and a
1/n-approximation for general convex body using ellipsoids. Unfortunately, the
theorem does not provide more precise bounds for case when S is nearly sym-
metric, i.e., sym(S) = 1 — ¢ for ¢ small. This is partially rectified herein, where
we prove a slightly stronger rounding results using sym(z, S) (Theorem 9). We
also show that if two convex sets are nearly the same, then their symmetry must
be nearly the same (Theorem 8), and we show how to construct a norm based
on sym(S) that yields the optimal S-approximation of S among all symmetric
convex bodies (Lemma 1).

Subsection 3.4 is concerned with connections between symmetry and prob-
ability theory on convex sets. Let X be a random vector uniformly distributed
on S. We show that the expected value of sym(X,.S) is nicely bounded from
below (by sym(S)/(2(n + 1))) and we present lower bounds on the probability
that sym(X,.S) is within a constant M of sym(S). Furthermore, in the case
when S is symmetric, these quantities have closed-form expressions independent
of the specific set S (Theorem 10). We also present an extension of Anderson’s
Lemma [1] concerning the the integral of a nonnegative logconcave even function
on S, to the case of non-symmetric convex sets (Theorem 11), which has many
statistical applications.

Since symmetry points enjoy many interesting properties, it is natural to
explore methods for computing a symmetry point and for computing sym(S),
which is the subject of Section 5. As expected, the representation of S plays a
major role in any computational scheme. While the problem of simply evaluating
the sym(z, S) for a given = € S is a hard problem in general, it turns out that
for polyhedra, whose most common representations are as the convex hull of
points and as the intersection of half-spaces, computing a symmetry point can
be accomplished via linear programming. When S is given as the convex hull
of m points, we show that determining a symmetry point can be computed by
solving a linear program in m? nonnegative variables, or as non-differentiable
concave maximization problem where subgradients can be computed by solving
m decoupled linear programming subproblems with only m nonnegative variables
each. The more interesting case is when S is given as the intersection of m
half-spaces. Then a symmetry point and sym(S) can be computed by solving
m+1 linear programs with m nonnegative variables. We present an interior-point
algorithm that, given an approximate analytic center z* of S, will compute an
approximation of sym(.S) to any given relative tolerance ¢ in no more than

i (1)

iterations of Newton’s method.
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The paper also contains a variety of discussions of open questions as well
as unproved conjectures regarding the symmetry function and its connection to
other areas of convexity theory.

Notation. Let S C IR™ denote a convex set and let (-, -) denote the conven-
tional inner product in the appropriate Euclidean space. int.S denotes the interior
of S. Using traditional convex analysis notation, we let aff(S) be the minimal
affine subspace that contains S and let S be its orthogonal subspace comple-
ment. The polar of S is defined as S° = {y € R" : (x,y) < 1 for all z € S}.
Given a convex function f(-), for € domf(-) the subdifferential of f(-) is de-
fined as Of (z) :=={s € R": f(y) > f(x)+(s,y—z) for all y € domf(-)}. Let e =

(1,...,1)T denote the vector of ones whose dimension is dictated by context, let
e denote the base of the natural logarithm, and let dist(x, T') := minyer ||y — ||
be the distance from x to the set T in the norm || - || dictated by context.

2. Functional Properties of sym(z, S)

We make the following assumption:
Assumption A: S is a convex body, i.e., S is a nonempty closed bounded
convex set with a nonempty interior.

When S is a convex set but is either not closed or is unbounded, then certain
properties of sym(S) break down; we refer the interested reader to Appendix
A for a discussion of these general cases. We assume that S has an interior as
a matter of convenience, as one can always work with the affine hull of S or its
subspace translation with no loss of generality, but at considerable notational
and expositional expense.

There are other definitions of sym(z, .S) equivalent to (1). In [22], sym/(z, S)
is defined by considering the set L£(x,S) of all chords of S that pass through z.
For L € L(x,S), let (L) denote the ratio of the length of the smaller to the
larger of the two intervals in L N (S '\ {z}), and define

sym(zx, S) = Lelﬂr;ig)r(L) . (3)
Herein it will be convenient to also use the following set-containment definition
of sym(z, S):

sym(z,S) =max{a>0:a(z—S)C(S—x)} . (4)

It turns out that this definition is particularly useful to motivate and prove many
of our results.

Intuition suggests that sym(z,S) inherits many nice properties from the
convexity of S, as our first result shows:

Theorem 1. Under Assumption A,

(i) sym(-,S) : S — [0,1] is a continuous quasiconcave function,
S

(i) h(z, S) = 1‘?:;’1(;3&95’)5) is a concave function on S, and

(#ii) sym(-, S) is a logconcave function on S.



Symmetry Function of a Convex Set 5

Regarding part (iii) of the theorem, note that logconcave functions play a
central role in the theory of probability and sampling on convex bodies, see [18].
The proof of this theorem will use the following proposition, which will also be
useful in the development of an algorithm for computing sym(S) in Section 5.

Proposition 1. Let S be a convexr body, and consider the representation of S
as the intersection of halfspaces: S = {x € R" : alx < b; ,i € I} for some
(possibly unbounded) index set I, and let 6} := max,cs{—alz} fori € I. Then

forallx € S,
. b; —alz
sym(z, §) = 115 { of + a?z} '
Proof. Let o = sym(x,S) and 7 := min M Then for all y € S
. = 8y ) Y= ot 5;‘—|—aiTx . ) )

r+alr—y) €S, so
alr+aalz+a(—aly) <b; ,iel.
This implies that
alr+aalz+asf <b,iel,
whereby o < . On the other hand, for all y € S we have:
bi —alz >~(0F +alz) > y(—aly+al ).

Thus al'z + val'z + v(—aly) < b;, and therefore al (z + v(z — y)) < b; which
implies that o > . Thus a = . 0

Proof of Theorem 1. We first prove (ii). It follows from Proposition 1 that

s bifa;rx bt—afr T
miNje s 5,2*-&-(1?;8 . 5:+a?w . bl —a; T
h(z,S) = T~ =min{ ————%— > =miny ——» ,
| mingey { oere Ve |y bl (TR b
+ min;eg 6*4+al'zx 6 +alz g

which is the minimum of linear functions and so is concave.

To prove (i), first observe that sym(z,.S) is monotone in the concave func-
tion h(z,S), and so is quasiconcave. To prove the continuity of sym(z,5) it
suffices to prove the continuity of h(x, S). It follows from concavity that h(x,S)
is continuous on intS. For & € 95 it follows from (1) that sym(z,S) = 0
and hence h(z,S) = 0. Because S is a convex body there exists a ball of
radius 7 > 0 that is contained in S. Now suppose that 27 — z, whereby
dist(z7,05) — 0. It follows from (4) that sym(27, S)-r < dist(2?, 8S), whereby
sym(z7,9) — 0 = sym(z,S), showing continuity of h(z,S) and hence of
sym(z,S) on S.

To prove (iii) define the following functions:

f(t) = 1L and g(t) = In (L)

+1 1-1¢
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For these functions, we have the following properties:
(i) f is monotone, concave and f(sym(z, S)) € [0,1/2] for any x € S;
(ii) g is monotone for ¢ € (0,1) and concave for ¢t € (0,1/2];

(iii) g(f(t)) = Int.
Now, for any « € [0,1], z,y € S,

In (sym(az + (1 - @)y, 5)) = g (f (sym(az + (1 - a)y, 5)))
> g(af (sym(z,5)) + (1 — ) f (sym(y, 5)))
> ag (f (sym(z,5))) + (1 — a)g (f (sym(y, 5)))
= alnsym(z, S) + (1 — o) lnsym(y, S) ,

where the first inequality follows from the concavity of h(-,S) = f(sym(:, 5))
and the monotonicity of g, and the second inequality follows from the concavity
ofgon[0,1/2]. DO

It is curious that sym(+, S) is not a concave function. To see this, consider S =

[0,1] C IR; then a trivial computation yields sym(z,S) = min { (1fx); (1;1) },

which is not concave on S and is not differentiable at 2 = 1. Part (ii) of Theorem
1 shows that a simple nonlinear transformation of the symmetry function is
concave.

For a symmetric convex body S, i.e., sym(S) = 1, it is possible to prove a
stronger statement and completely characterize the symmetry function using the
norm induced by S. Suppose S is a symmetric convex set centered at the origin.
Let || - ||s denote the norm induced by S, namely ||z|/s := min{y : z € vS}.

Proposition 2. Under Assumption A, let S be symmetric and centered at the
origin. Then for every x € S,

1 — |lzlls

sym(z,S) = T+ lzls

Proof. We start by observing that for any y € S, ||y|ls < 1. For any = € S,
consider any chord of S that intersects x, and let p, ¢ be the endpoints of this
chord. Notice that ||p||s = ||¢]|s = 1 and using the triangle inequality,

lp = zlls < llzlls + [lplls and lqlls < llg = zls + [|=]ls

Thus,
la —=lls  llalls —lllls _ 1= llzlls
lp—=lls = llzls +lpls  1+|[zls
Finally, the lower bound is achieved by the chord that passes through x and the
origin. 0O
The next proposition presents properties of the symmetry function under
basic set operations on S.

Proposition 3. Let S, T C R" be convex bodies, and let x € S and y € T.
Then:
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1. (Superminimality under intersection) If x € SNT,
sym(xz,SNT) > min{sym(z, S),sym(z,T)} (5)
2. (Superminimality under Minkowski sums)
sym(z +y,S+T) > min{sym(z, S),sym(y,T)} (6)
3. (Invariance under polarity)
sym(0, S — z) = sym(0, (S — z)°) (7)
4. (Minimality under Cartesian product)
sym((z,y), S x T) = min{sym(z, 5), sym(y, T')} (3)

5. (Lower bound under affine transformation) Let A(-) be an affine transforma-
tion. Then
sym(A(z), A(S)) = sym(z, 5) (9)
with equality if A(-) is invertible.
Proof. To prove 5, without loss of generality, we can translate the sets and
suppose that x = 0. Let @ = min{sym(0,.5),sym(0,7)}. Then —aS C S,
—aT C T which implies

—a(SNT)=—-aSN—-al CcSNT,
and (5) is proved.
To prove (6), again, without loss of generality, we can translate both sets

and suppose that x = y = 0, and define « = sym(0, S) and 5 = sym(0,7T). By
definition, —a.S' C S and —3T C T. Then it follows trivially that

—aS—-pT c(S+1)

Replacing « and @ by the minimum between them, the result follows.

In order to prove (7), we can assume z = 0, then
sym(0,5) =a = —aS CS.

Assuming sym(0, S°) < «, there exist § € S° such that — ag ¢ S°.
Thus, there exists = € S, —ay’x > 1. However, since —axz € —aS C S, then

—agle = g7 (—ax) <1, since § € S°,

which is a contradiction. Thus
sym(0, S) < sym(0,5°) < sym(0, S°°) = sym(0, S).

Equality (8) is left as a simple exercise.

To prove inequality (9), we can assume that A(-) is a linear operator and
that © = 0 (since sym(x, S) is invariant under translation), and suppose that
a < sym(z,S). Then, —aS C S which implies that A(—a.S) C A(S). Since A(+)
is a linear operator, A(—aS) = —aA(S) C A(S). It is straightforward to show
that equality holds in (9) when A(:) is invertible. O
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Remark 1. Unlike the case of affine transformation, sym(x, S) is not invariant
under projective transformation. For instance, let S = [—1,1] x [—1,1] be unit
cube, for which sym(S) = 1, and consider the projective transformation that
maps = € R? to 2/(1 + 2/3) € IR?. Then, the symmetric set S will be mapped
to the trapezoid

ream{(39. (33 (39 G}

for which sym(7T) < 1. This lack of invariance is used in [4] in the development
of a methodology designed to improve the symmetry of a point in a set using a
projective transformation.

3. Geometric Properties

Whereas there always exists an n-rounding of a convex body S C IR", a sym-
metric convex body S possesses some even more powerful geometric properties,
for example there exists a \/n-rounding of S when S is symmetric, see [15]. The
geometric flavor of the definition of the symmetry function in (4) suggests that
sym(-, S) is connected to extensions of these geometric properties and gives rise
to new properties as well; these properties are explored and developed in this
section. We examine volumes of intersections of S with halfspaces and halfplanes
that cut through z € S in Section 3.1, notions of distance and symmetry in Sec-
tion 3.2, set approximation results in Section 3.3, and results on probability and
symmetry in Section 3.4.

3.1. Volumes and Symmetry

We start with two theorems that connect sym(z, .S) to bounds on the n-dimensional
volume of the intersection of S with a halfspace cut through x, and with the
(n — 1)-dimensional volume of the intersection of S with a hyperplane passing
through S. Similar results have been extensively used in the literature. For ex-
ample, if S is symmetric around some point z*, it is clear that the intersection
of S with a halfspace cut through z* contains exactly one half of the volume of
S. Moreover, it is well known that a halfspace cut through the center of mass
generates a set with at least 1/e of the original volume, and this fact has been
utilized in [5] to develop theoretically efficient probabilistic methods for solving
convex optimization problems.

Let v € R™, v # 0 be given, and for all x € S define H(x) :={z € S:vlz =
vz} and H (z) := {z € S : vTz < vTx}. Also let Vol,(-) denotes the volume
measure on IR". We have:

Theorem 2. Under Assumption A, if x € S, then

sym(z,S)" < Vol,,(H*(x)) < 1
14+ sym(z,5)" = Vol,(S) ~— 1+sym(z,S)"
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Proof. Without loss of generality, assume that x is the origin and o =
sym(z, S). Define K1 = H*(z) and K2 = S\ K;. Clearly, Vol,,(K1)+Vol, (K»3) =
Vol,,(S). Notice that —aKs C K and —aK; C Ks. Therefore

Vol,,(S) > Vol, (K1) + Vol,, (—aK;) = Vol,, (K1)(1 + o™)

which proves the second inequality. The first inequality follows easily from

Vol,, (K1)

aTL

Vol,,(S) = Vol,, (K1) + Vol,,(Ks) < Vol,, (K1) +

O
For the next theorem, define the function f(z) = Vol,,_1(H(z))"/ ™~ for all
zes.

Theorem 3. Under Assumption A, for every point x € S,

f@)  2sym(.S)
max,es f(y) © 1+ sym(,S)

(11)

Proof. Let a = sym(z, S) and let y* satisfy y* € arg max, f(y). Note that
v+ a(—H(y) C S,

and the set on the left in this inclusion passes through x 4+ a(z — y*), and so = +
alz—H(y*)) C H(z+a(x—y*)). Next, recall that the (n—1)-dimensional volume
of a set S is invariant under translations and Vol,,_1(aS) = a®~Vol,,_1(S) for
any set S and positive scalar a. Therefore

af(y*) = (Voln_1(z + a(z — H(y*)))Y "V
(Vol,_1(H(z + oz — y*)))) /=Y (12)

flx+a(z—y)).

Al

Note that we can write

« -
1+ay 1+«

v = (o +ale—y")) .
where = + a(z — y*) € S.

Noting that f(-) is concave (this follows from the Brunn-Minkowski inequality
[10]), we have:

1
W)+ @t ala )
o

fly") +

f(x) >

vV

1+«

2

=1+af@ﬂ,

where the second inequality follows from (12). O
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Remark 2. We conjecture that any symmetry point x=* satisfies

f(@") 2

>z
maxyes f(y) ~ 3

3.2. Distance and Symmetry

If S is a symmetric convex body, then it is a straightforward exercise to show
that the symmetry point of S is unique. Furthermore, if S is nearly symmetric,
intuition suggests that two points in S with high symmetry values cannot be
too far apart. The two theorems in this subsection quantify this intuition. Given
z,y € S with « # y, let p(x,y),q(x,y) be the pair of endpoints of the chord in
S passing through x and y, namely:

p(z,y) =2+ s(r —y) € 9S where s is a maximal scalar (13)
qg(z,y) =y+t(y —x) € S where t is a maximal scalar.
Theorem 4. Under Assumption A, let ||-|| be any norm on R™. For any x,y € S
satisfying x £y, let « = sym(z,S) and 8 = sym(y, S). Then:

1—
ool = (s s ) o) — el

Proof. For convenience let us denote the quantities p(x,y), ¢(x,y) by p, ¢, and

note that the chord from p to ¢ contains, in order, the points p,x,y, and q. It
follows from the symmetry values of z,y that

lp=2|l = allg—z[| = a(lly=z|+lg=yl) and lg—y[ = Blp—yl = S(lly—z|+p—]) -

Multiplying the first inequality by 1 + 3, the second inequality by 1+ «, adding
the result and rearranging yields:

(I+a+p+ap)llz—yll < (1-ap)(lp—=|+lz—yl+lg—vl) = 1—aB)llp—qll

which yields the desired result. O

Another relative measure of distance is the “cross-ratio distance” with respect
toS.Let x,y € S, x # y, be given and let s, ¢ be as defined in (13); the cross-ratio
distance is given by:
(I+t+s)

ds(fﬂ,y) = ts

Theorem 5. Under Assumption A, for anyxz,y € S, x # y, let s,t be as defined
in (13). Then

1
< —1.
ds(ma y) = Sym(xv S) . Sym(y7 S)
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Proof. Let o = sym(zx,S) and 8 = sym(y, S). By definition of symmetry,
t>pB(1+4s)and s > «(1 +t). Then

(1+t+s)< (1+t+s)
ts a(l+$)B(1+1t)

1 (1+t+s (1

af (1+s+t+st) ]

dS(:Cay) =

)1+dszy)

1
Thus ds(z,y) < 55— 1. O

We end this subsection with a comment on a question posed by Hammer in
[14]: what is the upper bound on the difference between sym(.S) and sym(z¢, S),
where x¢ is the centroid (center of mass) of S? It is well known that sym(z¢, S) >
1/n, see [14], and it follows trivially from the Léwner-John theorem that sym(.S) >
1/n as well. Now let S be the Euclidean half-ball: S := {z € R" : (z,z) <
1 xl > 0}. It is an easy exercise to show that the unique symmetry point of S is

= (v/2—1)e! and that sym(S) = \/—, and so in this case sym(S) is a constant
independent of the dimension n. On the other hand, sym(z¢, S) = 2 (ﬁ) (see
[2]), and so for this class of instances the symmetry of the centroid is substan-
tially less than the symmetry of the set for large n. For an arbitrary convex
body S, note that in the extreme cases where sym(S) = 1 or sym(S) = 1/n
the difference between sym(S) and sym(z€, S) is zero; we conjecture that tight
bounds on this difference are only small when sym(S) is either very close to 1
or very close to 1/n.

3.8. Set-Approximation and Symmetry

In this subsection we examine the approximation of the convex set S by another
convex set P. We say that P is a S-approximation of S if there exists a point
x € S such that P C S —x C P. In the case when P is an ellipsoid centered
at the origin, then the statement “P is a f-approximation of S” is equivalent
to “BP provides a %—rounding of S.” We examine the interrelationship between
the symmetry function and bounds on (-approximations for S in the following
three theorems.

A classical example of S-approximation is given by the Lowner-John theorem
[15], which guarantees a 1/+/n-approximation for a symmetric convex body and
a 1/n-approximation for general convex body using ellipsoids. Unfortunately,
the theorem does not provide more precise bounds for case when S is nearly
symmetric, i.e., sym(S) = 1 — ¢ for ¢ small. This is partially rectified in the
fourth result of this subsection, Theorem 9.

Theorem 6. Under Assumption A, let P be a convez body that is a B-approximation
of S, and suppose that sym(0, P) = a. Then, sym(S) > fa.
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Proof. By definition we have 8P C S—a C P for some x € S. Since sym(-, )
is invariant under translations, we can assume that @ = 0. Since sym(0, P) is
invariant under nonzero scalings of P, we have

—afS C —aBPC P CS.
a

Theorem 7. Under Assumption A, suppose that x € intS. Then there exists
an ellipsoid E centered at O such that

ECS—J:C<Sym(\/ZS)>E. (15)

Proof. Suppose without loss of generality that © = 0 (otherwise we translate
S), and let @ = sym(0,S). Clearly, —aS C S, and aS C S. Consider a /n-
rounding E of SN (—S). Then aS C SN(-S) C/nE C /nS. O

Theorem 8. Let ||| be any norm on R™, and let B(z,r) denote the ball centered
at x with radius . Under Assumption A, suppose that

B(z,r)c Sc PC S+ B(0,9) (16)

for some r and § with 0 < § <r. Then

(1_§> < sym(z, S) < ( 1 )
r) = sym(z,P) — \1—-0/r

Proof. Let a = sym(x, P). Consider any chord of P that passes through z,
dividing the chord into two segments. Assume that the length of one segment is
A, then the length of the other segment must be at most A/a. It then follows
that the length of the first segment of this chord in S must be at least A — 6,

while the length of the second segment of this chord in S must be at most A/c.
Since these inequalities hold for any chord, it follows that

sym(z, S) > AA;; = (1 - %) >a (1 - g) (17)

where the last inequality follows since A > r, thereby showing that sym(zx, S) >
sym(z, P) (1 — £). Note also that:

B(z,r) C P C S+ B(0,8) C P+ B(0,5) .

Letting P play the role of S in (16) and S + B(0,0) play the role of P in (16),
it also follows from (17) that

sym(z, P) > sym(x, S + B(0,4)) (1 - g) .
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However, using the superminimality of of sym(-, ) under Minkowski sums (6)
of Theorem 3, we have

sym(z, S + B(0,6)) > min{sym(z, S),sym(0, B(0,4))} = sym(z, S) ,

which when combined with the previous inequality completes the proof. O

The center z” of the minimum-volume ellipsoid E containing S is called
the Lowner-John center of S, and John showed in [15] that E provides a /n-
rounding of S in the case when S is symmetric and an n-rounding of S when S
is not symmetric. The following theorem provides a sharpening of this result:

Theorem 9. Under Assumption A, let E be the minimum wvolume ellipsoid
containing S, and let x* be the Lowner-John center of S. Then E provides

a , /Symg’m-mundmg of S.

Remark 3. It follows from Theorem 9 that

sym(z”,S) > sym(@*, $)

n
and hence sym(z%,S) > 1/n. This in turn yields the Lowner-John result [13]
that the rounding in the theorem is an n-rounding, and hence sym(S) > sym(z*%, S) >
1/n. Noting that when S is symmetric the Léwner-John center must also be the
symmetry point of S, it also follows from Theorem 9 that S admits a /n-
rounding when sym(S) = 1.

Remark 4. Theorem 7 is valid for every point in S and Theorem 9 focuses on
the Lowner-John center. We conjecture that Theorem 9 can be strengthened to

prove the existence of a <‘ /Swg(s))—rounding of S.

The proof of Theorem 9 is based in part on ideas communicated to the second
author by Earl Barnes [3] in 1998. We start with the following two elementary
propositions:

Proposition 4. Let wy,...,wy be scalars and define Wiy, Wmax to be the small-
est and largest values among these sckalars. For any p € RF satisfying p > 0 and
el'p =1define p = pTw and o* = 37| pi(wi—p)?. Then (Wmax—p) (H—Wmin) >
2
o*.
Proof. Clearly, Zle Di(Wmax—w; ) (W; —Wmin) > 0. Therefore pwmax+pwmin—

Zle Pi? — WininWmax > 0. It then follows that (wimax — 1) (1 — Winin) = PWmax +
HWmin — ,LL2 — WinWmax > Zle pzwlz — /142 = 02. 0

Proposition 5. Let y',...y* € IR”_ be given, let p € ]_Rk_ satisfy p > 0 and
elp =1, and suppose that Y, piy’ = 0 and Zle piy'(yH)" = %I. Then for
any b € R™ with ||b|l2 = 1 it holds that

RO com I

n

max BTyi >
i=1,...k
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Proof. Let b € R" satisfying ||b||2 = 1 be given, and define w; = by’. Then

k k k
= sz‘wz' = ZpiETyi =b" (ZPiZﬂ) =0
=1 =1 =1

and
k k k B -
o? = pilwi —p)® = pw; =Y pib"y'(y") b=
=1 i=1 =1

It then follows from Proposition 4 that (max;w;)(—min; w;) = (max; w; —
p)(p — min; w;) > 02 = . Let a := sym(0, conv({y'}¥_,)), and notice that
—min; b7y’ < L max; by’. Therefore

rh= 1
n

2
1 ) 1 (max; w;)
— <maxw; (—minw; | < maxw; | —maxw; | = ——
i i i o i

n ? «

from which the result readily follows. O

Proof of Theorem 9: We first suppose that S is the convex hull of finitely
many points, and we write S = conv({v*}¥_;). The minimum volume ellipsoid
containing S is obtained using the solution of the following optimization problem:

ming,. —Indet Q
st. (W =0TQMW —c) <1, i=1,...,k (18)
Q*-0.

If Q, ¢ solves (18) then E© := {x € R" : (z — ¢)TQ(x — ¢) < 1} is the minimum
volume ellipsoid containing S and c¢ is the Léwner-John center. Letting B :=
{zr eR": (z—)TQ(z — ¢) < 2} where a := sym(c, ), we need to show that
ET c S. Equivalently, for every b € IR” we need to show that

max{bTz :z € B’} < max{bTz:z € S} .

The KKT conditions for (18) are necessary and sufficient, see John [15], and
can be written as:

—Q7 Y M - — )T =0
S AQW ) =0

>0, i=1,... .k

(W' —o)TQi—c) <1, i=1,....k
N =) TQi—c) =N, i=1,....k
Q0.

Defining y* = QY?(v* — ¢) and p; = % we have p > 0, and using the KKT
conditions we obtain:
n = trace(I) = trace(QY/2Q1Q'/?)
= Zle Aitrace (QY2(v' — ¢)(v' — ¢)TQY?)
= Zle Mitrace ((vF — 0)TQY2QY2 (v — ¢))
_ Zf:l )\i(vi _ C)TQ1/2Q1/2(Ui _ C)
=% N=eTr,
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and it follows that eZp = &2 = 1. Furthermore,

szy = — 1/22/\62’1} —¢)=0

=1

and
k

k
T =S 20120 o) (s — j2_ 1
;sz ()" = Z an 2(v; —c)(v; — )T QY? = n] i

i=1

For any b € R™, b # 0, define b : \/b%% and note that ||b|l2 = 1. Then
p,y',...,y"*, and b satisfy the hypotheses of of Proposition 5, and so

max{bTz : z € S} = max; b0’
= bTc+ /bTQ~1b(max; bT QY2 (v’ — ¢))
= bTc+ /bTQ~1b(max; bTy?)

>bTe+/2/bTQ 1D,

where the inequality is from Proposition 5, and we use the fact that sym(0, conv({vi}k ) =
sym(0, conv({y*}¥_,)) which follows from the invariance of symy(-,-) under in-

vertible affine transformation, see (5.) of Theorem 2. On the other hand we

have:

max{bTx:xEEI}:max{bTx (x—c)TQ(x—c) < — —bT [W

which then yields max{b’z : x € B’} < max{bTz : x € S}, proving the result
under the hypothesis that S is the convex hull of finitely many points.

Finally, suppose S is not the convex hull of finitely many points. For any
0 > 0 there is a polytope Pjs that approximates S in the sense that S C Ps C
S+DB(0,6), where B(0, ¢) is the ball of radius ¢ centered at 0. Limiting arguments
can then be used to show the result by taking a limiting sequence of polytopes Pjs
as ¢ — 0 and noticing from Theorem 8 that lims_,g sym(0, P5) = sym(0,5). O

We close this subsection by discussing a norm closely related to the symmetry
function that was also used in [9]. Without loss of generality, assume that * = 0
is a symmetry point of S and define the following norm associated with S:

Jolls = min{t : x € (S N =S)} , (19)

and let Bg(c,r) denote the ball of radius r centered at ¢ using the norm defined
n (19).

Lemma 1. Under Assumption A, suppose that x* = 0 is a symmetry point of
S. Then
Bg(0,1) ¢ S C Bg(0,1/sym(S5)).

Proof. By construction, Bg(0,1) = SN —S C S. For the second inclusion,
observe that —sym(S)S C S, which then implies that S C — S Therefore
S C (Sn=95). O

sym(S)
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Remark 5. The norm defined by (19) induces the best 3-approximation among
all norms in IR". That is, (0,1, 1/sym(S), ||-||s) solves the following optimization
problem

R
min —: By (z,r)CcScBy(z,R
2R || { - B ) 111 )}

Proof. Suppose that there exists a norm || - ||, r, R, and z, such that
BH'H (x,r) cSc BH.”(x,R)

and £ < m Using Theorem 6, we have sym(z,S5) > % > sym(S), a

contradiction. 0O

3.4. Probability and Symmetry

This subsection contains two results related to symmetry and probability. To
set the stage for the first result, suppose that X is a random vector uniformly
distributed on the given convex body S C IR". Theorem 10 gives lower bounds
on the expected value of sym(X, S) and on the probability that sym(X, S) will
be larger than a constant fraction 1/M of sym(S). Roughly speaking, Theo-
rem 10 states that it is likely that sym(X,S) is relatively large. The second
result, Theorem 11, is an extension of Anderson’s Lemma [1] concerning the in-
tegral of a nonnegative logconcave even function on S, and has many statistical
applications.

Theorem 10. Under Assumption A, let X be a random vector uniformly dis-
tributed on S. Then

(i) Elsym(X,S)] > %ﬁ) n
(i) For any M > 1, Pr (sym(X7 S) > %(S)> > (1 — M2—|— 1)

(iii) Among symmetric sets S, E[sym(X, S)] and Pr (sym(X, S) > ;) are func-
tions only of the dimension n and are independent of the specific set S, and
satisfy:

“ea 1 1
(iti.a) E[sym(X,S)] < 2(n+1) + (n+1)(n+2)

1 2 "
(#ii.b) For any M > 1, Pr (sym(X7 S) > M) = (1 e 1) )

Proof. Without loss of generality we assume for convenience that x* = 0
is a symmetry point of S. Let ¢t € [0,1]. For any = € ¢S, consider any chord
of S that intersects x, and let p, ¢ be the endpoints of this chord. Note that
Iplls < 1/sym(S) and ||z||s < t/sym(S), where ||-||s is the norm defined in (19).
Also, it follows from basic convexity that tS+(1—¢)Bg(0,1) C tS+(1—-t)S C S,
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where Bg(0,1) is the unit ball centered at the origin for the norm || - ||s. This
then implies that if © € tS and ¢ € 95 then ||¢ — z||s > 1 — t. Therefore

lg—zlls o 1-t 1—t
lp—zlls ~ lplls +[lzlls — 1/sym(S) +t/sym(S)
which implies that

)

1-1¢
S) > S)—— . 20
sym(r, 5) = sym(S) 1 (20)
Now suppose that X is a random vector uniformly distributed on S, and
consider the random variable ¢(X) defined uniquely by the inclusion X € 9(tS5).

Then Vol(£5)
ol(t
Pt(X)<t)=P(X €tS) = =",
(1X) < 1) = PX €15) = is
which implies that the density of ¢(X) is given simply by f(¢) = nt"~!. Therefore
using (20) we have:

1—#(X)
E X >E —
sym(X.5)] = & [sym(S); 5 i)
1-—1
= S)——nt""at
/0 sym( )1 "
= nsym(S) /1 ﬁ757“1clt
ey o T+
> nsym(S’)/ 1 (1 - \/1_5) dt
_ sym(s) 7’
2n+1
where the second inequality follows from the observation that ﬁ > 1 —+/t for

t € [0, 1]. This proves (i).
To prove (ii), let M > 1 be given and define f := 1 — -2~ and note the

M+
relationship ~
11—t 1

1+t M-
Since {z € S: 2 €S} C {x €S :sym(z,S) > Sy']r\‘fs)} from (20), we have:

Pr (sym(X, S) > %(S)> >Pr(X e€tS) =",

which establishes (i7). To prove (ii4) notice from Proposition 2 that (20) holds
with equality in this case, whereby the above derivations yield E[sym(X,S)] =
1
1-1
n/ 1—+ttn_1dt and Pr (sym(X, S) > +;) = (£)", which are functions of n and
0
are independent of .S, thus showing (4ii) and (i%i.b). Noting that ﬁ < 1-3t+182
for t € [0, 1], we obtain in the symmetric case that

3

! 1
E X < 1——t+ =2 )t ldt =
[sym(X,S)] _n/o ( 2t—|— 2t >t dt 3

1 1
"t D)t Dm+2)

which shows (iii.a). O
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Corollary 1. Let X be a random vector uniformly distributed on S C R"™ for
n > 2. Then

Pr <sym(X, S) > SymT(S)> > (1 - %) >1/9,

and the lower bound goes to 1/(e)? as n — oc.

The following is an extension of Anderson’s Lemma [1], whose proof relies
on the Brunn-Minkowski inequality in the symmetric case.

Theorem 11. Let S C IR" be a compact convex set which contains the origin
in its interior, and let « = sym(0,S). Let f(-) be a nonnegative quasiconcave
even function that is Lebesque integrable. Then for 0 < 5 <1 and any y € R",

/Sf(m—i—ﬁy)dxza"/sf(x—i-%)dx. (21)

Proof. We refer to [7] for a proof in the symmetric case @ = 1. Suppose
that f(-) is an indicator function of a set K. This implies that K is convex and
sym(0, K') = 1. Therefore:

Js [z + By)de = [ g f(o+ By)dz
> [sng flz+y)dx
=Vol,((SN—=S) N (K —y)) = Vol,,((S N —S) Nna(E2))
> Vol (aSNa(K - £)) =a™Vol, (SN (K — %))

(22)
where the second inequality follows from Anderson’s original theorem [1], and
the third inequality holds simply because S C SN —=S5 and K C % Thus
the result is true for simple quasiconcave even functions, and using standard
arguments of dominated and monotone convergence, the result also holds for all
nonnegative quasiconcave even Lebesgue-integrable functions. 0

The following corollary shows the potential usefulness of Theorem 11 in prob-
ability theory. We note that the density function of a uniformly distributed or an
n-dimensional Gaussian random vector with mean p = 0 satisfies the functional
conditions of Theorem 11.

Corollary 2. Let X be a random variable in R™ whose density function f(-) is
an even quasiconcave function. In addition, let Y be an arbitrary random vector
independent of X, and let 8 € [0,1]. If S C R" is a compact convez set which
contains the origin in its interior and o = sym(0, S), then

P(X+BY€S)20<”P<X+ZES> . (23)

Proof. Noting that a does not depend on Y, we have:

PX 4+ 0V €8) = [ [y, F@)dndPly) = [ [ f(z — fy)drdP(y)
>a" [ [g flz— L)dedP(y) =a"P(X + L € 5) .
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4. Characterization of Symmetry Points via the Normal Cone

Let Sopt(S) denote the set of symmetry points of the convex body . In this
section we provide a characterization of Sop¢(5). From (4) and (2) we see that
Sopt () is the z-part of the optimal solution of:

sym(S) = max

st alr—8)C (S —x) (25)
a>0.

For any given z € S let @ = sym(z, S). Motivated by the set-containment
definition of sym(x, S) in (4), let V(z) denote those points v € 05 that are also
elements of the set  + a(x — ). We call these points the “touching points” of
z in S, namely:

Viz):=0SN(x+ alx—S)) where «o=sym(z,S). (26)

Let Ng(y) denote the normal cone map for points y € S. We assemble the union
of all normal cone vectors of all of the touching points of x and call the resulting
set the “support vectors” of x:

SV(x)={s € R":||s|]]2 =1 and s € Ng(v) for some v € V(x)} . (27)

The following characterization theorem essentially states that z* € S is a sym-
metry point of S if and only if the origin is in the convex hull of the support
vectors of z:

Theorem 12. Under Assumption A, let x* € S. The following statements are
equivalent:

(i) = € Sopt(S)
(i) 0 € convSV (z*) .

The proof of Theorem 12 we will rely on the following technical result:

Lemma 2. Suppose that S is a convex body in a Fuclidean space and x € intS
and o > 0. Then o < sym(z, S) if and only if a(x — S) C int(S — z).

Proof. (=) The case o = 0 is trivial. For o > 0, since z € intS and S is a
convex body, o < sym(z, S) implies that

alz — S) C sym(z, S)int(x — S) Cint(S — ) .

(«<=) For a fixed value of «, rearrange the subset system to be: C := x+a(z—
S) C intS. However, S is a compact set, whereby « can be increased to ac+ ¢ for
some small positive value of € and still maintain z + (o +¢)(z — S) C intS C S,
which by (4) is equivalent to sym(x,S) > a+e. O
The proof of Theorem 12 will also use the following construction:
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Lemma 3. Consider the function f(-) : R" — R defined as

f@= s (se-y). (28)
y €08
s € Ns(y)
[sll2 =1

(1) f() is convez,

(i) f(x) =0 for x € IS,

(791) f(x) >0 forx ¢S,

(tv) f(x) <0 for x € intS, and

() {s:|Isll2=1, s € Ng(z)} C convdf(z) for x € IS .

Proof. As the supremum of affine functions, f(-) is convex, which shows (i).
For xz € 95, f(x) > 0. For (y, s) feasible for (28), (s,z —y) <0 for all x € S by
definition of the normal cone, whereby f(x) = 0, which shows (i7). For x € int.S,
there exists & > 0 such that By(z,d) C S. Let (y,s) be feasible for (28), then
(s, —y) = (s,(x + ds —y) — ds) < (s,—ds) = —0, which then implies that
f(x) < —6 and shows (iv).

For = ¢ S, there exists a hyperplane strictly separating x from S. That is,
there exists 5 satisfying ||5]|2 = 1 such that (5,z) > max,{(5,y) : y € S}, and
let § be an optimal solution of this problem. Then (7, 3) is feasible for (28)
and it follows that f(z) > (5,2 — ) > 0, showing (iii). For € 9S and any
s € Ng(x) satisfying ||s||2 = 1, it follows that for all w that f(w) > (s,w —x) =
f(@) + (s, w — x), thereby showing (v). O

Proof of Theorem 12. Suppose that z* € Sypt(S5). From (4) and Lemma 3
it follows that z* is a solution together with a* := sym(S) of the following
optimization problem:

sym(S) = max « (20)
s.t. flx—aly—x)) <0 forallye S .

The necessary optimality conditions for this problem imply that
0e Z AvSo
veV (z*)

where s, € 0f(v) for all v, for some A satisfying A > 0, A # 0. Observe for
v € 0S and s € df(v) that 0 > f(w) > f(v) + (s,w —v) = (s,w — v) for all
w € S, which implies that s € Ng(v), and so

0e > Ausy
veV (x*)

where s, € Ng(v) for all v, which implies (7).
Conversely, suppose that a* = sym(z*, S), and note that for any v € V(z*),
0 ¢ 0f(v) (otherwise f would be nonnegative which contradicts Assumption A
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and Lemma 3). Therefore 0 € convSV (z*) implies that coneSV (z*) contains a
line. Let y € S be given and define d := y—x*. Since SV (z*) contains a line, there
exists s € SV (z*) for which (s, d) > 0. Let v be the touching point corresponding
to s, i.e., v € V(z*) and s € Ng(v); then v € 95 and v = z* — a*(w — z*) for
some w € S (from (4)). From (v) of Lemma 3 we have s € J0f(v), whereby
s € Of (v). Thus, using the subgradient inequality,

fly—a(w=y)) = flv+(y—a™(w—y)—v))
z f(v)+(s,y —a"(w—y) —v) (30)
=(s,d)y(1+a*) >0,

which shows that y — o*(w — y) ¢ intS. This implies that

—a*(S—y) ¢ int(S—y) .

Then Lemma 2 implies sym(y, S) < o* for all y € S proving the optimality of
z*. 0

We close this subsection with some properties of the set of symmetry points
Sopt (5). Note that Sqpt(S) is not necessarily a singleton. To see how multiple
symmetry points can arise, consider S := {z € R? : 1 > 0,29 > 0,27 + 22 <
1,0 < z3 < 1}, which is the cross product of a 2-dimensional simplex and a unit
. . 3
1nterviil. Therﬁfozre sym(S) = min{},1} = J and Sopt(9) = {z € R” 1 21 =
Ty = 3,73 € [3, 3]}
Proposition 6. Under Assumption A, Sopt(S) s a compact convex set with no
interior. If S is a strictly convex set, then Sopt(s) is a singleton.

Proof. The convexity of Sopt (S) follows directly from the quasiconcavity of
sym(-,S), see Theorem 1. Let o := sym(S), and suppose that there exists
& € intSqp(S). This implies that there exists § > 0 such that sym(z,S) = a
for all z € B(&,0) C Sopt(S). Then for all d satisfying ||d|| < 1 we have:

(i +d—S)C S — (& +d)
which implies that
(i —8)+ B(0,6(1+a))CS—i.

Using Lemma 2, this implies « < sym(Z,.S), which is a contradiction.

For last statement, suppose x1, T2 € Sopt(S) and w1 # To. Since any strict
convex combination of elements of S must lie in the interior of S, for any v €
(0,1) it follows that

(v + (1 = y)22) — a(S — (yo1 + (1 = 7)z2)) C intS .

Again using Lemma 2, it follows that sym(yx; + (1 — v)x2,5) > «, which is
also a contradiction. O
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Remark 6. In [17], Klee proved the following notable relation between sym/(.S)
and the dimension of Sqp (S5):

1

sym(9) + dim(Sgpt(5)) < n

which implies that multiple symmetry points can only exist in dimensions n > 3.

5. Computing a Symmetry Point of S when S is Polyhedral

Our interest in this section lies in computing an e-approximate symmetry point
of S, which is a point x € S that satisfies:

sym(z,S) > (1 —e)sym(S5) .

We focus on the polyhedral case; more specifically, we study the problem
in which the convex set of interest is given by the convex hull of finitely many
points or by the intersection of finitely many half-spaces.

Although the symmetry function is invariant under equivalent representa-
tions of the set S, the question of computing the symmetry of a point in a
general convex set is not, as the following example indicates.

Ezample 1. Let C™ = {z € R" : ||z]|cc < 1} be the n—dimensional hypercube.
Let v be a vertex of C™, and define H = {z € R" : (z,v) < n —1/2}, and
define S := C™ N H. Then sym(0,S) =1 — 1/2n is obtained by considering the
vertex —v. Assume that S is given only by a membership oracle and note that
H cuts off a pyramid from S that is completely contained in exactly one of the
2™ orthants of IR™. Since we can arbitrarily choose the vertex v, in the worst
case any deterministic algorithm will need to verify every single orthant to show
that sym(0, S) < 1, leading to an exponential complexity in the dimension n.

This example suggests that more structure is needed for the representation of
S in order to compute an e-approximate symmetry point of S. In the following
two subsections we consider the cases when S is given as the convex hull of
finitely many points (Section 5.1), and as the intersection of finitely many half-
spaces (Section 5.2).

5.1. S Represented by the Convex Hull of Points

In this subsection we assume that .S is given as the convex hull of m given points
wl,. .., w™ € R", ie., S =conv {wl, . ,wm}. Given x € S and a nonnegative
scalar «, it follows from (4) that sym(z, S) > « if and only if

(1—|—a)x—awiES:conv{wj:jzl,...,m} for every i =1,...,m,
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which can be checked by solving a system of linear inequalities. It follows that
sym(S) is the optimal value of the following optimization problem:

max «
a, T\, v

s.t. (1+a)xfawi:2)\§cwk,i:1,...,m

k=1
m
T = E vwk
k_

eTXN =1\ >0, i=1,...,m

efv=1v>0,
which is almost a linear program. Note that the constraints “z = ;" vw®, ey =
1, v > 07 of (31) simply state that = must lie in the convex hull of the points
wl, ..., w™. However, dividing the first set of constraints by (1 + «) one obtains
for a given i:
« .
T = w' + Neawk |,
(1 + 1+a 2

k=1

which shows that these constraints themselves imply that x is in the convex hull
of w',...,w™, and so the former set of constraints can be eliminated. Further-
more, setting y = (1 + a)z, it follows that sym(S) is the optimal value of the
linear program:

max q
a,y,A
m
s.t. y—ozwI:Z)\;wk,izl,...,m (32)
k=1

TN =1,A>0, i=1,....,m,

and that any optimal solution (a*,y*, A*) of (32) yields sym(S) = a* and
z* =y* /(1 + a*) is a symmetry point of S.

Formulation (32) has m? nonnegative variables and mn + m equality con-
straints. Moreover, the analytic center for the slice of the feasible region on the
level set corresponding to o« = 0 is readily available for this formulation by
setting

and therefore (32) lends itself to solution by interior-point methods so long as
m is not too large.

If m is large it might not be attractive to solve (32) directly, and in order
to develop a more attractive approach to computing sym(S) we proceed as
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follows. Based on (31) we can compute sym(x, S) by simply fixing 2. Thus, for
each i =1,...,m define
filz) = Max o
st (1+ay)r — oy’ = Z )\Zwk (33)

_ ) k=1
TN =1,0>0,

and it follows that sym(z,S) = min;—1,. ., fi(z). Dividing the first constraint
by (1 + a;) and defining 0; = 774 and noting that maximizing 6; is equivalent
to maximizing a;, it follows that (33) is equivalent to:

@) = pas

st O’ + Z MNwb =2 (34)
N =1-0,,\">0.
Now note that h;(z) is a concave function, whereby

h(z) = ‘:H’l'in hi(z)

i=1,....m

is also a concave function, and furthermore

_sym(@S) L ) = h(n)

1+sym(z,S) i=1..m
Moreover, given a value of x, the computation of h(z) and the computation of a
subgradient of h(-) at x is easily accomplished by solving the m linear programs
(34) which each have m nonnegative variables and n + 1 equality constraints.
Therefore the problem of maximizing h(z) is suitable for classical nondifferen-
tiable optimization methods such as bundle methods, see [6] for example.

5.2. S Represented by Linear Inequalities

In this subsection we assume that S is given as the intersection of m inequalities,
ie, S :={r € R": Az < b} where A € R™*" and b € R™. We present
two methods for computing an e-approximate symmetry point of S. The first
method is based on approximately solving a single linear program with m? +m
inequalities. For such a method, an interior-point algorithm would require O(m9)
operations per Newton step, which is clearly unattractive. Our second method
involves solving m+-1 linear programs each of which involves m linear inequalities
in n unrestricted variables. This method is more complicated to evaluate, but is
clearly more attractive should one want to compute an e-approximate symmetry
point in practice.

Let T € S be given, and let o < sym(Z,S). Then from the definition of
sym(-,S) in (1) we have:
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AZ+v)<b = A@—av)<b,

which we restate as:
Av<b— AT = —aA;v<b—A;.z,i=1,...,m. (35)

Now apply a theorem of the alternative to each of the i = 1,...,m implications
(35). Then (35) is true if and only if there exists an m xm matrix A of multipliers
that satisfies:

AA=—-aA
Ab—Az) <b-— Az (36)
A>0.

Here “A > 07 is componentwise for all m? components of A. This means that
sym(z,S) > o if and only if (36) has a feasible solution. This also implies that
sym(S) is the optimal objective value of the following optimization problem:

l’l’l/fli.X [0

st. AA=—aA (37)
Alb— Az) < b— Ax
A>0,

and any solution (z*, A%, a*) of (37) satisfies sym(z*,S) = a*. Notice that (37)
is not a linear program. To convert it to a linear program, we make the following
change of variables:

1 1 1
7:_711:_/173/: +ax7
(0% (0% [0

which can be used to transform (37) to the following linear program:

min -y
vy

b+ Ay —by <0
II>0.

If (y*,II*,v*) is a solution of (38), then o* := 1/4* = sym(S) and z* :=
ﬁy* € Sopt (5). Notice that (38) has m? + m inequalities and mn equations.
Suppose we know an approximate analytic center z® of S. Then it is possible
to develop an interior-point method approach to solving (38) using information
from z%, and one can prove that a suitable interior-point method will compute
an e-approximate symmetry point of S in O (m1In (2)) iterations of Newton’s
method. However, due to the m? + m inequalities, each Newton step requires
O(m®) operations, which is clearly unattractive.

In order to improve on the previous approach, we define the following scalar

quantities 67,7 =1,...,m:
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0f := max —A;.x

@ (39)
st. Az <0,

and notice that b; 467 is the range of A;.x over € S unless the i*h constraint is
never active. We compute 9,7 = 1,...,m by solving m linear programs whose
feasible region is exactly S. It then follows directly from Proposition 1 that

bi - AzJZ }

_— 4
i=1,...,m 5: + Az ( O)

sym(z,S) = min {

We now use (40) to create another single linear program to compute sym(S) as
follows. Let 0* := (d7,...,0;,) and consider the following linear program that
uses 0* in the data:

max 0

0.0 ) (41)
st. Ar 400" +b)<b.

Proposition 7. Let (z*,0%) be an optimal solution of the linear program (41).

Then x* is a symmetry point of S and sym(S) = 12* .

A L dth

Proof. Suppose that (x,0) is a feasible solution of (41). Then 3 > b — Az
whereby 5 Z lA
1 _V 0 _ l —1> w ,

0 6 = bi—Aux

and so <
> - 1=1,....,m.

0
It then follows from Proposition 1 that sym(zx,S) > 15 which implies that

sym(S) > %. The proof of the reverse inequality follows similarly. O
This yields the following “exact” method for computing sym(S) and a sym-

metry point z*:
Exact Method:

Step 1 Fori=1,...,m solve the linear program (39) for J;.
Step 2 Let 0* := (07,...,d5,). Solve the linear program (41) for an optimal

solution (z*,6*). Then z* € Sopt (S) and sym(S) = 12*.

This method involves the exact solution of m + 1 linear programs. The first
m linear programs can actually be solved in parallel, and their optimal objective
values are used in the data for the (m + 1)** linear program. The first m linear
programs each have m inequalities in n unrestricted unknowns. The last linear
program has m inequalities and n + 1 unrestricted unknowns, and could be
reduced to n unknowns using variable elimination if so desired.
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Remark 7. Although sym(S) can be computed via linear programming when
S is represented either as a convex hull of points or as the intersection of half-
spaces, the latter case appears to be genuinely easier; indeed, the Exact Method
solves a sequence of m + 1 linear programs of size m x n when S is given by
half-spaces, instead of a single linear program with m? inequalities when S is
represented as the convex hull of points. It is an open question whether there
is a more efficient scheme than solving (32) for computing sym(S) when S is
represented as the convex hull of points.

From a complexity perspective, it is desirable to consider solving the m + 1
linear programs of the Exact Method for a feasible and near-optimal solution.
Ordinarily, this would be easy to analyze. But in this case, the approximately
optimal solution to the m linear programs (39) will then yield imprecise input
data for the linear program (41). Nevertheless, one can construct an inexact
method with an appropriately good complexity bound. Below is a description of
such a method.

Inexact Method:

Step 1 Fori=1,...,m, approximately solve the linear program (39), stopping
each linear program when a feasible solution z is computed for which the
duality gap g satisfies g < W Set 0; «— —A;.T.

Step 2 Let § := (dy,...,6,,). Approximately solve the linear program

max 0
x,0 B (42)
s.t. Az +0(0 +b) <,

stopping when a feasible solution (Z, 6) is computed for which the duality
gap g satisfies > (6 + g)(1 — ;5). Then Z is an e-approximate symmetry

point of S and 1%(;(1 —¢/2) <sym(S) < 1%9—(1 + 2¢/3).

Notice that this method requires that the LP solver computes primal and
dual feasible points (or simply primal feasible points and the duality gap) at
each of its iterations; such a requirement is satisfied, for example, by a standard
feasible interior-point method, see Appendix B.

In order to prove a complexity bound for the Inexact Method, we will assume
that S is bounded and has an interior, and that an approximate analytic center

% of the system Az < b has already been computed; for details also see Appendix
B.

Theorem 13. Lete € (0,1/10) be given. Suppose thatn > 2 and z® is a § = %—
approximate analytic center of S. Then starting with x® and using a standard
feasible interior-point method to solve each of the linear programs in Steps 1 and
2, the Inexact Method will compute an e-approximate symmetry point of S in no

more than 0
{lOml‘5 In <m)—‘
5

total iterations of Newton’s method.
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The following proposition validates the assertions made at the end of Step 2
of the Inexact Method.

Proposition 8. Let ¢ € (0,1/10) be given, set & := ¢/4.1, and suppose that
Steps 1 and 2 of the Inexzact Method are executed, with output (%,0). Then

(i) 6 = (61,...,0m) satisfies (1—&)(bi+07) < (bi+8;) < (bi+6}) fori=1,...,m

0i+b;

0 2¢ 0
sym(z,S) € {m <1 — 1T§> ,m] )
) sym(gﬁ S) > (1 —e)sym(S ), and
(iv) 5 (1—5/2) <sym(S) < (1+25/3)

(i) For any given x € S, 0 := min; satisfies

Proof. For a given i = 1,...,m let g denote the duality gap computed in the
stopping criterion of Step 1 of the Inexact Method. Then 6 > 6, > 67 — g >
§F —&(by — A;.z) > §F — E(b; + dF), which implies

(1 =&)(bi 4+ 67) < (bi + 6:) < (b +67)

thus proving (i). To prove (ii), let € S be given and let o := sym(z, S) and

6 := min; b%_j_ﬁgf . Then from Proposition 1 we have
b, — A;.x iz
= _ . 43
‘= Imn{&+u4x} 1-0 (42)

Notice that §; < 67 for all 4, whereby 6 > 0, which implies that o = i‘g < %
We also see from (43) that § < 1/2. Next notice that (i) implies that

1/2>60>6(1-2¢8). (44)
Therefore
e 0o 00-8 _00-91-0
1-6- 1-46 1-60 1-0

Cb(

(1 &) 0—0\ _ 0(1—2) 0 — 20
Y (1 1- >> 1-6 (H 1-0 )
(1 —¢) (%)) _ 001-2) 3
B 1—96 ( 1— é>> 1—95 <1_1i5>

< 0 1 25~ ’
—1-0 1—¢

where the next-to-last inequality follows from 6 € [0,1/2], thereby showing (ii).
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Let 6" denote the optimal objective value of (42), and notice that 5 <o
implies that 8* > 6*. Now let g be the duality gap computed when the stopping
criterion in Step 2 is met. Then

0>0>@+g)(1-2)>0"(1-8)>0(1-2) . (16)
From (ii) and (46) we have

Sym(i75)>%<1_ 25~>2 é*gl—é) (1_ 25~>

1—¢

A (1_ 25) 16
o 1— 6 1-¢)1-6%(1-2)

> sym(s)(1-2) (1- %)

<1 - 1/;/+2(1/2)g> o
(

- )
1+¢

> sym(S) (1- £ ) > sym(S)(1 - =),

—sym(s)(1-2) (1- )

where the middle inequality uses the fact that §* € [0,1/2], and the final in-
equality uses the fact that € € (0,1/10], thus showing (iii).
To prove (iv), note that

0 2& 0 € 6 €
> z.5) > — > Y>> 2 (1<
Sym(s)—sym(x’s)—1—9<1 1—5>—1—9(1 2)_179(1 2)

where the second inequality follows from part (ii), the third inequality follows
since £ < 1/10, and the fourth inequality uses 6 < . Last of all, we have

o £ 0 0 1-0 0 2%
S) = _ < £ — _ = _ _ < _[1+ =
sym(s) =0 1L 1-§-¢ 1—9(1—9—5)—1—9(+3>’

where the first equality is from Proposition 7, the first inequality follows from
(46), and the last inequality follows since ¢ < 1/10 and (44) implies that 6 <
6 < 41/80. O

It remains to prove the complexity bound of Theorem 13, which will be
accomplished with the help of the following two propositions.

Proposition 9. Let ¢ € (0,1/10) be given, and set € := e/4.1. Suppose that x*
isaf= %—approm’mate analytic center of S. Then starting with x*, the stopping
criterion of each linear program in Step 1 will be reached in no more than

{(2 +4y/m)In (42’””

3

iterations of Newton’s method.
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Proof. Step 1 is used to approximately solve each of the linear programs (39)
for i = 1,...,m. Let us fix a given i, and define \ := —e’ where €’ is the 7*"
unit vector in IR™. Then from Theorem 14 with (M, f,¢) = (4,b,—A;.) we can
bound the iterations used to solve (39) by

a +
{(24—4\/%)111 (W) w . (48)

Now notice that [|[S®A|| = s¢. Let (Z,5) denote the primal solution and slack
vector computed in Step 1 when the stopping criterion is met. Also, to keep the
analysis simple, we assume that the stopping criterion is met exactly. We have:

§Z-:bi—Ai.gﬁ2b¢+5;‘—§2b¢+5;‘—§§iZbi—Ai.x“—égi:s?—égi,

whereby s? < §;(1 4 €). Therefore

L0m[[S°A| _ 10msg _ 10m(1+2) _ 4lm(1+e/41) _ 42m

— )

g £S; 15 e €
since in particular € € (0,1/10). Substituting this inequality into (48) completes
the proof. O

Proposition 10. Let e € (0,1/10) be given, m > 3 and set € := ¢/4.1. Suppose
that x is a = %—appro:cimate analytic center of S. Then starting with x*, the
stopping criterion of the linear program in Step 2 will be reached in no more

than
s avmm (%)

iterations of Newton’s method.

Proof. Let s* = b — Azxz® and let z® denote the dual multipliers associated
with (52) for M = A and f = b. It follows from (52) and m > 3 that

1 9
(s 2 =T (872" —e+e) > —gx/ﬁ—&—mz % . (49)
Setting (M, f,d) = (A,b, (5 + b)) we see that (42) is an instance of (53), and
from Theorem 15 we can bound the iterations used to solve (42) by

1.25m  \*
o (75 5) | <50>
We have

G+b)72" > 0+ 2(1-8) > (s)2"(1-2) > %0—5)

where the first inequality follows from part (i) of Proposition 8, the second
inequality follows from b 4 §* > b — Az® = s*, and the third inequality follows
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form (49). We next bound g. To keep things simple we again assume that the
stopping criterion in Step 2 is satisfied exactly, whereby

L SlE WS SR W OPRIS B OO SRR B
g £ 0 z.60 ¢ sym(S)) ~ e - e

Here the first inequality follows from (46), the second equality follows from
Proposition 7, the second inequality follows from Remark 3, and the last in-
equality follows since S is assumed to be bounded and so m > n+ 1. Combining
the bounds on (6 +b)7 2% and § we then bound the logarithm term in the state-
ment of the proposition as follows:

1.25m 1.25m - 4.1m - 10 < 6m
G-(0+bTze = 9me(l—2) ~ e’
since € € (0,1/10) implies that £ < 1/41. This completes the proof. O
Proof of complexity bound of Theorem 13: From Propositions 9 and 10 it
follows that the total number of Newton steps computed by the Inexact Method
is bounded from above by:

o[ v (22 o v (%2)] < [rom o (122)

sincem >n+1>3and e <1/10. O
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Appendix

A. sym(z, S) and sym(S) under Relaxed Assumptions

All of the results in this paper are based on Assumption A, namely that S is a
closed, bounded, convex set with an interior. Herein we discuss the implications
of relaxing this set of assumptions.

As mentioned earlier, the assumption that S has an interior is a matter of
convenience, as we could instead work with the relative interior of .S on the affine
hull of S, at considerable notational and expository expense.

The assumption that S is closed is also a matter of convenience, as most of
the statements contained in the body of the paper would still remain valid by
replacing inf < min and sup <« max and/or by working with the closure of S,
etc.

Suppose that we relax the assumption that S is bounded. If S is unbounded
then S has a non-empty recession cone. In the case when the recession cone of
S is not a subspace, then sym(S) = 0. However, the case when the recession is
a subspace is a bit more interesting:
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Lemma 4. Suppose that S = P+ H, where H is a subspace and P is a bounded
conver set in H-, and = € S; then sym(x,S) is completely defined by P, i.e.,
sym(z, S) = sym(w, P) where x = w + h and (w,h) € H+ x H.

Proof. Without loss of generality, we can assume that x = 0 since symmetry
is invariant under translation. Trivially, —aS C S if and only if —a(P + H) C
(P+ H). Since P and H lie in orthogonal spaces, for each x € S, there exist a
unique (w, h) € P x H such that z = w + h. Since —aH = H, —ax € S if and
only if —aw € P. 0O

B. Standard Interior-Point Method for Linear Programming

Consider the following linear programming problem in “dual” form, where M is
an m X k matrix:

P: VAL :=max,, Tx
st. Mz +s=f
s>0
reRF, seR™.
For 8 € (0,1), a B-approximate analytic center of the primal feasibility in-

equalities Mz < f is a feasible solution z® of P (together with its slack vector
s* = f — Maz®) for which there exists dual multipliers z* that satisfy:

(51)

Mz®+s*=f s*>0
MTz =0 (52)
592 —el <8,

where S is the diagonal matrix whose diagonal entries correspond to the com-
ponents of s. Following [23] or [24], one can prove the following result about the
efficiency of a standard primal interior-point method for approximately solving
P.

Theorem 14. Suppose that 5 = 1/8 and that (z%, 5%, 2%) is a given B-approximate
analytic center of the feasibility inequalities of P, and that ¢ = MTX for some
A€ R™. Then (2%, 5% 2%) can be used to start a standard interior-point method
that will compute a feasible solution of P with duality gap at most g in at most

{(2 +4y/m) In (71%!75”” ) j

iterations of Newton method. ad

Now consider the following linear programming problem format:

’

P : VAL :=maxgg 0
st. Mz +d0+s=f
s>0
zeRF, R, seR™.
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Again following [23] or [24], one can prove the following result about the efficiency
of a standard primal interior-point method for approximately solving P.

Theorem 15. Suppose that 5 = 1/8 and that (z%, 5%, 2%) is a given B-approximate
analytic center of the feasibility inequalities of P, and that d*z* > 0. Then
(z%, 8%, 2%) can be used to start a standard interior-point method that will com-
pute a feasible solution of P’ with duality gap at most g in at most

(2+4¢mﬂn(75§ﬂj)+

g-(drze

iterations of Newton method. a
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