Robert S. Pindyck has made significant contributions to a wide and diverse range of economic literatures; summarizing them is challenging. To keep the length of this review manageable, I confine my discussion to four areas in which his contributions have been particularly notable: (i) economic applications of optimal control theory; (ii) market structure and the exploitation of non-renewable resource markets; (iii) uncertainty, irreversible investments, and option values; and (iv) economic issues underlying climate change and climate policy. Professor Pindyck has been a highly acclaimed educator in MIT classrooms, winning numerous teacher awards. He has also been a successful textbook author, with both his microeconomics and econometrics textbooks having been published in multiple editions.
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I. PROFESSIONAL BIOGRAPHY OF ROBERT S. PINDYCK

Robert Pindyck arrived on the MIT campus as an undergraduate student in 1962, and never left MIT. His MIT degrees include the S.B. in physics and electrical engineering in 1966, and the S.M. in electrical engineering in 1967. As an electrical engineering graduate student at MIT in the late 1960s and early 1970s, Pindyck focused on two areas of applied mathematics, control theory and information theory.

After having encountered and thoroughly digested Paul Samuelson’s 7th edition of Economics: An Introductory Analysis, he switched to pursuing graduate studies in economics, completing his MIT economics department Ph.D. in 1971. His doctoral studies were supervised by MIT economics department professors Robert M. Solow and Edwin Kuh, and by MIT electrical engineering and computer science professor Michael Athans, a pioneer in the field of multivariable control systems.1

Pindyck joined the MIT Sloan School Applied Economics faculty in 1971, and soon became engaged in the research activities of MIT’s new Energy Laboratory. He has been a Research Associate at the National Bureau of Economic Research since 1983. From 2013 to 2019, he was also an Associate Scholar in the Harvard Environmental Economics Program at the Kennedy School of Government. He is an elected Fellow of the Econometric Society, has served as President of the Association of Environmental and Resource Economists, was Associate Editor of Energy Economics, and Co-Editor of the Review of Economics and Statistics. At MIT, he has received numerous outstanding teacher awards.

A large portion of Professor Pindyck’s research contributions in applications of optimal control theory and analyses of behavior in dynamic markets emanated from his early MIT undergraduate and graduate studies in electrical engineering. As this is being written (March 2023), Pindyck is still at MIT, and to date he has

---

1 Although Nobel Laureate Robert M. Solow and econometrician Edwin Kuh are familiar names to most economists, Professor Michael Athans’ name is less familiar. Professor Athans was a widely recognized pioneer in applying optimal control theory in numerous fields outside electrical engineering; for example, the National Bureau of Economic Research lists four chapters he authored or co-authored (including one with econometrician Gregory Chow), and one NBER working paper. See Professor Emeritus Michael Athans [2020] for references and further discussion.
spent 61 years there, beginning with his undergraduate enrollment in 1962; he is truly a quintessential purebred MIT alumnus.

II. INTRODUCTION TO PROFESSOR PINDYCK’S CONTRIBUTIONS

Professor Pindyck’s research has been extensive, wide-ranging and rigorous. His initial research utilized optimal control theory, and focused on optimal monetary and fiscal stabilization policies, including when public authorities have conflicting objectives. Early research also examined energy pricing and the rationing that can result from price controls, the impacts of cartels and other market power industry structures, and interactions between energy policies and the macroeconomy. Subsequent research evaluated environmental policies, the social costs of deforestation and carbon emissions, and the welfare effects of catastrophes, including recent contagion phenomena such as COVID19. Among Pindyck’s most notable contributions are his analyses of the impacts of uncertainty, irreversibilities, sunk costs, real options, and risk aversion on investment behavior. His research portfolio has included analyses of financial matters such as risk, inflation and the stock market, as well as the dynamics of commodity spot and futures markets. Although Pindyck’s writings are uniformly grounded in economic theory, they are not just theoretical, but are often empirical and focused on implications for understanding public policies, as demonstrated in his most recent book, Climate Future, on the economics of climate change.

It is a formidable challenge to review such a wide and diverse range of topics in one manuscript. To keep the length of this review manageable, I confine my discussion to four areas in which Pindyck’s contributions have been particularly salient: (i) economic applications of optimal control theory; (ii) market structure and the exploitation of non-renewable resource markets; (iii) uncertainty, irreversible investments, and option values; and (iv) economic issues underlying climate change and climate policy.

I begin by placing Professor Pindyck’s research in a broader context, going beyond the nomenclature and notation typically used in econometric models and introducing readers to concepts and tools used in the implementation of optimal control methods.
II.A. LINEAR ECONOMETRIC MODELS

Many of the economic applications of optimal control theory utilize an econometric model as one of its components. I begin with a discussion of linear econometric models, and then turn to optimal control nomenclature.

In linear structural equation models, economic theory posits the existence of simultaneous linear relationships among individuals, sectors, or markets. Variables are typically classified as *endogenous* or *exogenous variables*, depending on the extent to which economic theory and economic behavior are intended to account for their values.\(^2\)

For statistical purposes, however, a more useful distinction is between *jointly dependent variables* and *predetermined variables*. In dynamic econometric models, lagged values of the endogenous variables are distinguished from current values of the endogenous variables. The set of jointly dependent variables comprises the *current endogenous variables*; the predetermined variables consist of the exogenous variables and the lagged endogenous variables.

In traditional simultaneous equation linear econometric models, the m jointly dependent endogenous variables at time t are denoted as \(y_m(t)\), the k predetermined exogenous variables as \(x_k(t)\), and the unobserved random disturbances in the \(m^{th}\) structural equation as \(u_m(t)\). Parameters in the \(m^{th}\) structural equation on the \(m^{th}\) jointly dependent endogenous variable are denoted as \(\Theta_{mm'}\), while parameters in the \(m^{th}\) structural equation on the \(k^{th}\) predetermined variable are denoted as \(\beta_{km}\).

The \(t^{th}\) observation can be written in matrix notation as

\[
y'(t)\Gamma + x'(t)\beta + u'(t) = 0. \quad \text{(Eqn. 1)}
\]

Eqn. 1 refers to only a single joint observation. To write this equation system in terms of all the observations, one “stacks” the T observations and writes the resulting linear simultaneous equation system in matrix notation with upper case letters as:

---

\(^2\) A classic reference for systems of simultaneous linear equation models is the econometrics textbook by Arthur S. Goldberger [1964], especially chapter 7, “Systems of Simultaneous Linear Relationships”. For a more recent discussion with slightly different notation, see Robert S. Pindyck and Daniel L. Rubinfeld [1998], especially chapter 12, “Simultaneous Equation Estimation”.
\( Y\Gamma + X\beta + U = 0 \)  

(Eqn. 2)

where \( Y \) is a \( T \times M \) matrix, \( X \) is a \( T \times K \) matrix, \( U \) is a \( T \times M \) matrix, and \( \Gamma \) and \( \beta \) are respectively \( M \times M \) and \( M \times K \) matrices as defined above. It is typically assumed that \( \Gamma \) is nonsingular.

In some cases, in order to facilitate computations, it is useful to transform Eqn. 2 so that only the jointly dependent variable matrix \( Y \) is on the left-hand side of each structural equation. Econometricians call this the reduced form transformation of the structural equation system Eqn. 2. Simple matrix operations yield the following reduced form specification corresponding with the structural system Eqn. 2:

\[
Y = X\Pi + V \tag{Eqn. 3}
\]

where \( \Pi = -\beta\Gamma^{-1} \), a \( K \times M \) matrix, and \( V = -U\Gamma^{-1} \), a \( T \times M \) matrix.

Once an econometric model has been estimated, one can employ it to assess how well its dynamic properties reproduce actual historical values and trends. Other useful applications of an econometric model involve using it to simulate alternative policies, alternative trajectories of certain exogenous variables, or sensitivity to altered parameter values.

**II. B. NOMENCLATURE AND NOTATION IN OPTIMAL CONTROL MODELS**

In contrast to econometric models, optimal control applications attempt to identify policies that track “as closely as possible” desired trajectories of certain economic variables, but subject to tracking “as closely as possible” desired paths of other variables. Professor Pindyck’s earliest intellectual contributions involved demonstrating how optimal control techniques could be integrated with econometric models of short-run stabilization policies, thereby identifying optimal economic policies.

The variables identified in optimal control theory are typically closely related to those in econometric models. For example, it is common in optimal control applications to specify \( x \) as an \( n \)-dimensional vector of endogenous “state” variables, \( u_i \) as an \( r \)-dimensional vector of usually exogenous “control” variables amenable to manipulation by the policy planner, and \( z_i \) as an \( s \)-dimensional vector
of other exogenous variables that cannot be controlled by the policy planner, all at time $i$.

The problem facing the planner in control theory is to make $x_i$ track “as closely as possible” a nominal, ideal or “desired” state vector $x_i^*$, but subject to $u_i$ tracking “as closely as possible” to a “desired” or nominal control vector $u_i^*$.

In state-variable form, the discrete differential optimal control equation system of interest is written in linear form as

$$x_{i+1} - x_i = Ax_i + Bu_i + Cz_i$$  \hspace{1cm} (Eqn. 4)

with the initial condition $x_0 = \Omega$. The elements of the matrices $A$, $B$ and $C$ can be functions of the econometrically estimated parameters $\Gamma$ and $\beta$ in Eqn. 1 and Eqn. 3. Frequently, parameters in control theory are taken from researcher’s own or other researchers’ published research on related topics, or the authors’ perceptions of “consensus” estimates.

Econometric estimation can be used, but is not essential to the construction of an optimal control simulation model. To apply the results of an estimated econometric model to an optimal control framework, the econometric model must be respecified in state variable form such as in Eqn. 4. This yields a set of first order linear difference equations.

Suppose that $x_i^*$ and $u_i^*$ are the desired state and control vectors being tracked over the entire specified planning period, $i = 0,\ldots,N$. At time $i$, the planner would like $x_i$ to be close to $x_i^*$, and $u_i$ to be close to $u_i^*$ as possible.

To quantify how “close to” one vector is to another, calculate the $x_i$ and $u_i$ deviations from $x_i^*$ and $u_i^*$, respectively, and then square and sum them, yielding a corresponding cost functional having the quadratic form

$$J = \frac{1}{2} \sum_{i=0}^{N} \{(x_i - x_i^*)'Q(x_i - x_i^*) + (u_i - u_i^*)'R(u_i - u_i^*)\}$$  \hspace{1cm} (Eqn. 5)

where $Q$ is an $n \times n$ positive semi-definite matrix, and $R$ is an $r \times r$ positive definite matrix.

Now the optimal control problem can be stated as finding a control sequence \{u_i^*, i = 0,1,\ldots,N-1\} such that

$$x_0^* = \Omega,$$  \hspace{1cm} (Eqn. 6)
\[ x_{i+1}^* - x_i^* = A_i x_i^* + B_i u_i^* + C_i z_i \] (Eqn. 7)

and the cost functional Eqn. 5 is minimized.

The relative magnitudes of Q and R in the cost functional Eqn. 5 quantify the costs of controlling the economy relative to having the economy deviate from its ideal or desired trajectory. Typically both Q and R are diagonal matrices, although they need not be. Some of the elements of Q may be zero. The elements of R specify the relative costs of deviating from the ideal or desired paths of the control variables --- say, the cost of deviating from the desired interest rate to the cost of deviating from the desired money supply. All of the diagonal elements of R must be non-zero, although they can be made very small and positive. While the strictly positive restriction is meaningful in terms of economic realities, it turns out also to be necessary for there to be a unique mathematical solution.

II.C. PINDYCK’S “PROOF OF CONCEPT” WITH OPTIMAL CONTROL THEORY

Based in large part on his 1971 MIT economics department Ph.D. dissertation (Pindyck [1971]) that in turn incorporated a small macroeconometric model he constructed earlier as a graduate student (Pindyck [1970]), in a series of notable publications beginning with that in the *Institute of Electrical and Electronic Engineers* professional society journal (Pindyck [1972a]), Pindyck creatively applied optimal control theory to a realistic economic policy problem -- short-run economic stabilization policy. Various aspects of his Ph.D. dissertation were subsequently published -- one in a computational economics journal (Pindyck [1972a]), another as a book in a prominent series of contributions to economic analysis (Pindyck [1973a]), and yet another in a prestigious econometrics journal (Pindyck [1973b]). Professor Pindyck was therefore among the first economists to articulate that the tools of optimal control theory (originally developed by physicists and electrical engineers) could not only in principle be applied to economic issues, but he was likely among the first actually to implement an application to a short-run economic stabilization policy issue based on an estimated macroeconometric model.3

3 References to early literature noting the possible application of optimal control theory to economic issues include Pindyck [1971; 1972a,b; and 1973a,b], and Neck [2008].
Pindyck [1972a] contains a succinct discussion of his initial application of optimal control theory to economic stabilization, which he described as a deterministic “dual discrete-time tracking problem (nominal state and nominal policy trajectories are tracked) to a linear time-invariant system with a quadratic cost functional” ([1972a], p. 287); lengthier and more detailed expositions are in Pindyck [1971; 1973a,b].

In each of these writings, Pindyck first reports results of estimating a linear quarterly econometric model of the U.S. economy over the 1955-I to 1967-IV time period, where the nine basic macroeconomic behavioral or state variables were real consumption, non-residential investment, residential investment, inventory investment, short-term interest rates, long-term interest rates, a price level, unemployment rate, and money wage rate; a tenth state variable was based on a national income and real disposable income accounting identity.4 The three policy or “control” variables he considered were a tax surcharge rate, government spending and quarterly change in money supply. To assess the reliability of the econometric model, Pindyck initially performed a dynamic simulation on the macroeconometric model using historic data for the policy variables. The software used in the econometric estimation and simulation was that described in Eisner and Pindyck [1973] – software at MIT that integrated econometric estimation with model solution and simulation methods.

To solve the optimal control problem analytically, Pindyck [1973a,b] expressed the necessary conditions set forth by the Pontryagin et al. [1962] Minimum Principle; because his cost functional was quadratic, his necessary conditions were also sufficient.

Pindyck began by writing the Hamiltonian based on Eqns. 5-7 above (roughly analogous to a simultaneous series of static Lagrangian minimization problems subject to a series of constraints) as

\[
H(x_i, p_{i+1}, u_i) = \frac{1}{2} (x_i - x_i^*)'Q(x_i - x_i^*) + \frac{1}{2} (u_i - u_i^*)'R(u_i - u_i^*) + p_{i+1}^*(A_i x_i + B_i u_i + C_i z_i),
\]

(Eqn. 8)

4 Each of the equations was estimated using a two-stage least squares econometric estimation method, allowing for first-order autocorrelation using the Hildreth-Lu grid search technique. See Eisner and Pindyck [1973] for computational details.
where $p_i$ is the vector of co-states (i.e., dynamic Lagrange multipliers or shadow values that measure the time-varying marginal cost of each state variable). He then derived the necessary conditions generating the equations describing the optimal trajectories for $x^*_i$, $p^*_i$, and $u^*_i$ subject to boundary conditions and a transversality condition, and finally he solved the optimal control $u^*_i$ as a deterministic linear function of $x^*_i$ and the cumbersome but manageable matrices $F_i$ and $G_i$:

$$u^*_i = -F_i x^*_i + G_i$$  \hfill (Eqn. 9)

This analytical solution assumes that at any time $i$, the planner knows the entire future trajectory of exogenous and endogenous variables. Although the underlying mathematics and computations may appear formidable to those not familiar with optimal control techniques, Pindyck [1973b, p. 535] claimed “the solution...really is not [formidable]. All of the above steps involve iterative solutions (and only $N$ iterations) that require little more than multiplying and adding matrices (albeit large matrices – $n$ might be on the order of several hundred for a large econometric model). Remember that the largest matrix that might be inverted is of dimension $r$, and $r$ would normally be less than 10 and for many problems on the order of 3 or 4. On the whole, very little computer time should be required.”

Before applying the tools of optimal control theory, Pindyck needed to respecify the econometric model in state-variable form, i.e., in the form of Eqn. 4. This implied defining new state variables to replace those variables that appeared in the econometric model with lags greater than one period, and adding their definitional identities to the optimal control specification. This also involved assuming that actual values of the policy variables of government spending, tax surcharge and change in money supply in the initial time periods were the results of, and equal to, the desired levels specified at some previous point in time, such as the previous quarter. When this was done, a total of 28 state variables appeared in the Pindyck model – ten endogenous $x$ variables and eighteen

---

5 For further details on the derivation and definition of $F_i$ and $G_i$, see Eqns. 10, 11 and 12 in Pindyck [1972a], p. 289.
definitional identities involving lagged values, three u control variables, and two exogenous z variables.\(^6\)

To demonstrate applicability of the optimal control solution technique, Pindyck [1972a,b; 1973a,b] performed several experiments (eleven in Pindyck’s [1971] Ph.D. dissertation) in which the optimal control solution was used to formalize alternative stabilization policies for the econometric model. Each of the optimal policy experiments was run for 20 time periods, 1957-1 through 1962-1. However, the elements of Q and R were changed for each experiment, varying the penalties associated with alternative combinations of tax (fiscal) and monetary policies. For example, in one experiment, only the tax surcharge policy was weighted differently from other policies, whereas in another experiment the use of a tax surcharge was deemphasized while that of monetary policy was enhanced.

In all experiments the cost functional contained zero weights for those endogenous state variables considered “intermediate” in terms of policy goals. For example, the coefficients in the Q-matrix corresponding to the short- and long-run interest rates were always set to zero, although the residential and non-residential investment elements in the R matrix had non-zero coefficients. This enabled Pindyck to ignore impacts on interest rates themselves, and instead focus only on their effects on other variables of direct policy interest.

Despite its small size and simplicity, Pindyck’s experimental results demonstrated “proof of concept” for optimal control and yielded several important and credible lessons for economic stabilization problems. For example, in one experiment, lengthy lags in the impact of monetary policy and in the investment sectors of the model relative to those in fiscal tax policy were incorporated, generating optimal monetary policy that was shown to be applied in short, strong bursts. The result was extreme monetary expansion at the beginning of the plan (to get the economy moving) and then monetary contraction at the end of the plan (to put the brakes on).

Pindyck summarized the findings of his optimal control policy applications by stating, “We have at least tried to show that this approach can provide a viable

\(^6\) A detailed presentation of the transformation of estimated econometric equations into a state-variable form of a dynamic system is in Appendix A of Pindyck’s [1971] Ph.D. dissertation, pp. 243-249.
tool both for policy planning and for analyzing and better understanding a model’s dynamic behavior” (Pindyck [1973b, p. 559]).

Regarding the usefulness of optimal control and optimal policy models in efficiently identifying the most preferable policy actions, Pindyck [1971, pp. 241-242] wrote: “It is important to point out that in theory there is nothing that could be learned from an optimal policy solution that could not be learned by performing simulation experiments – [if] one were willing to perform enough simulations. If one had the time and stamina to perform a large enough number of simulations, he would eventually come up with a solution, i.e., a set of paths for both the control variables and the endogenous variables, that matched the optimal policy solution. But it is exactly because this is such an inefficient approach that the optimal policy problem was posed and solved in the first place.”

Pindyck’s early research was grafted on to his small macro-econometric model of the U.S. economy. A subsequent research project demonstrated the usefulness of optimal control in allocating investment among five sectors in Tunisia (Martens and Pindyck [1975]), demonstrating that dynamic optimal control methods could replace then-common static linear programming tools.

In yet a different strand of research, Pindyck and Roberts [1974,1976] extended their analysis on the usefulness of control methods by examining the situation when the endogenous variable $x_i$ vector has both “intermediate” targets such as money stock and “ultimate” targets such as GNP and price inflation. In these projects, the authors focused only on monetary policy. While tax rates and the level of government expenditures are subject to rather direct policy control, the money stock cannot be directly controlled by the Federal Reserve, although it can manipulate other variables which in turn affect the money stock. The inability to directly control these policy instruments had yielded a two-stage optimization process in which these instruments became “intermediate” targets and the true policy instruments were those variables over which the Fed had direct control, e.g., required reserve ratios, the discount rate, ceilings on interest payments on bank liabilities, and the use of open market operations to affect either unborrowed reserves or the Federal Funds rate.
In Pindyck and Roberts [1974,1976], the authors studied the optimal control problem of how a monetary authority can best manipulate the policy instruments which it can directly control in order to reach its intermediate target objectives, using a monthly money market econometric model developed at the Federal Reserve Board. In other words, they asked, what is the Fed’s optimal policy given that it would like the money stock and other variables to track as closely as possible some specified time path?

Although Pindyck and Roberts [1974,1976] implemented deterministic optimal control methods as in their early research, here they also introduced a stochastic innovation: residuals from an historic simulation were used as random shocks and optimal policies were calculated by applying the deterministic control law to the model in an adaptive manner.

The primary intermediate target variables of interest were the M1 measure of the money stock and the Treasury bill rate. The principal finding from the deterministic experiments demonstrated it was very difficult to come close to the desired nominal path for the money stock, but it was not difficult to hit the interest rate exactly, suggesting that the interest rate might be a better intermediate target variable than the money stock.

These experiments were then repeated taking into account the effects of random shocks on the model, assuming the only random shocks affecting the model were additive noise terms that were independently and identically normally distributed and not autocorrelated, thereby enabling the assumptions of risk neutrality and certainty equivalence to be invoked to rationalize use of a deterministic technique.\(^7\)

The new stochastic model, in state variable form, was specified as

\[
  x_{t+1} - x_t = Ax_t + B_1u_{1t} + B_2u_{2t} + Cz_t + D\epsilon_i
\]

(Eqn. 10)

where the random error terms \(\epsilon_i\) are generated by either adding or subtracting the residuals from a simulation of the model.

In the stochastic experiments performed in Pindyck and Roberts [1974], the presence of the random shocks did not result in a large deterioration of the

\(^7\) For discussion and proofs, see Theil [1957] and Chow [1972a,b;1973].
optimal control results, as long as the optimal solutions were calculated in an adaptive manner using simulation residuals.

Pindyck and Roberts summarized their findings by noting the deviations for unborrowed reserves were generally larger for the stochastic experiments than they were for the deterministic ones, but the adaptive control was self-correcting, so that the trade-off among policy instruments was not substantially worsened as long as new residual-adapted observations were used in making the next policy decision.

II.D. DECENTRALIZED OPTIMAL CONTROL WITH CONFLICTING OBJECTIVES

In Pindyck’s pioneering empirical implementations of the economic stabilization optimal control policy described above, he assumed a single central planning authority attempted optimally to control government spending, changes in tax policy, and money supply. How do the theory of optimal control, the resulting optimal control policies, and values of the state variables change when instead of a single central planner, there are two planning authorities, who may or may not have conflicting objectives? That is the focus of Pindyck’s [1976,1977] next stage of research.

In the U.S., monetary and fiscal policies are exercised by separate authorities that are largely independent of each other, and that may have conflicting objectives. This separation of monetary and fiscal control may considerably limit the ability of either authority to stabilize the economy, particularly when the conflict over objectives is at all significant. Moreover, because monetary policy operates with longer lags than fiscal policy, the proper time-phasing of the two can be critical.

In Pindyck [1976], it is assumed that each authority arrives at its policy using the same econometric model (i.e., each has the same view of the way the world works), but that the two have different sets of objectives. The econometric model is linear and deterministic, so that it can be represented in state variable form as

\[ x_{t+1} - x_t = A x_t + B_1 u_{1t} + B_2 u_{2t} + C z_t \]  \hspace{1cm} (Eqn. 11)

with initial condition \( x_0 = \Omega \). Here \( x_t \) is a vector of \( n \) state variables, \( u_{1t} \) and \( u_{2t} \) are vectors of \( r_1 \) and \( r_2 \) policy (control) variables manipulated by the fiscal and monetary authorities, respectively, and \( z_t \) is a vector of \( s \) uncontrollable
exogenous variables whose future values are known and can be predicted with certainty. A, B1, B2 and C are \( n \times n \), \( n \times r_1 \), \( n \times r_2 \), and \( n \times s \) matrices, respectively. Each authority chooses an optimal trajectory (a “strategy”) for its own set of control variables over the time period \( t = 0,1,...,N-1 \). The first authority chooses its strategy \( \{u_{1t}\} \) to minimize its cost functional

\[
J_1 = \frac{1}{2} (x_{N} - x_{1N}^*)^\prime Q_1(x_{N} - x_{1N}^*) + \frac{1}{2} \Sigma_{t=0}^{N-1} \{x_t - x_{1t}^*\}^\prime R_{11}(x_t - x_{1t}^*) + (u_{1t} - u_{1t}^*)^\prime R_{11}(u_{1t} - u_{1t}^*) + (u_{2t} - u_{2t}^*)^\prime R_{12}(u_{2t} - u_{2t}^*)
\]

(Eqn. 12)

and the second authority chooses its strategy \( \{u_{2t}\} \) to minimize its cost functional

\[
J_2 = \frac{1}{2} (x_{N} - x_{2N}^*)^\prime Q_2(x_{N} - x_{2N}^*) + \frac{1}{2} \Sigma_{t=0}^{N-1} \{x_t - x_{2t}^*\}^\prime R_{21}(x_t - x_{2t}^*) + (u_{1t} - u_{1t}^*)^\prime R_{21}(u_{1t} - u_{1t}^*) + (u_{2t} - u_{2t}^*)^\prime R_{22}(u_{2t} - u_{2t}^*)
\]

(Eqn. 13)

Here \( x_{1t}^* \) and \( x_{2t}^* \) represent nominal or “desired” values for the state variables from the points of view of authorities 1 and 2, respectively, and similarly \( u_{1t}^* \) and \( u_{2t}^* \) represent desired values of the control variables for each authority. The matrices \( Q_1 \) and \( Q_2 \) represent for each authority, the relative weights assigned to deviations from the desired paths for each state variable. \( R_{11} \) and \( R_{22} \) designate the relative weights that each authority assigns to deviations from the desired path for its own control variables, while \( R_{12} \) and \( R_{21} \) designate the relative weights that each authority assigns to deviations from the desired path for the other’s control variables; thus, \( R_{12} \) and \( R_{21} \) indicate how important it is for each authority that the other authority stay close to its policy variable targets.

Pindyck then borrows from the engineering and physics literature the concepts of open loop and closed loop strategies. Specifically, when the centralized planning agency designs its optimal policy at the beginning of the planning period, given its objectives as specified in the cost functional and the initial conditions, and then adheres to that policy throughout the entire planning period, this is called an open-loop strategy. In effect, the optimal control \( u_i^* \) depends, at any time \( i \), on the initial condition \( x_0 \). In contrast, when the planning authority designs a control role at the beginning of the planning period, and then uses that control role, together with observations on realizations of the state of the economy, to continuously revise and adapt its control policy, this is called a closed-loop strategy. In this latter case the optimal control \( u_i^* \) depends on the current state \( x_t \).
The optimal control policy is essentially a discrete-time differential game. Pindyck defines the Nash solution to the \((u_1^*, u_2^*)\) game as satisfying the conditions

\[ J_1(u_1^*, u_2^*) \leq J_1(u_1, u_2^*) \quad \text{(Eqn. 14)} \]

and

\[ J_2(u_1^*, u_2^*) \leq J_2(u_1^*, u_2) \quad \text{(Eqn. 15)} \]

for all possible \(u_1\) and \(u_2\). What Eqns. 14 and 15 require is that for the first authority, its value of \(J_1\) at \(u_1^*\), given authority 2 is at \(u_2^*\), must be at least as small as \(J_1\) evaluated at any other values for \(u_1\), and simultaneously, for the second authority, its value of \(J_2\) at \(u_2^*\), given authority 1 is at \(u_1^*\), must be at least as small as \(J_2\) evaluated at any other values for \(u_2\).

Pindyck [1977, pp. 520-523] analytically derived the deterministic solution to both the open-loop and closed-loop control problems. He also generalized to the case of \(k\) controllers, rather than just two.

Pindyck [1976,1977] applied the open-loop solutions to the same small econometric model examined in his previous [1971, 1972a,b, and 1973a,b publications]. Fiscal policy was incorporated through exogenous government expenditures and a surtax, and monetary policy through the money supply (currency plus demand deposits). Both authorities were assumed to agree on what is the desired unemployment rate and rate of price inflation, but fiscal authorities placed greater weight on unemployment while the monetary authority placed greater importance on inflation (as indicated in elements of their diagonal Q matrices). Desired or nominal trajectories were the same as those used in Pindyck’s previous publications – the fiscal authority desires a zero surtax and steady growth in government expenditures, and the monetary authority desires steady growth in the money supply. The fiscal authority can manipulate only government spending, and the monetary authority only the money supply.

Results indicated it is considerably easier to reduce the unemployment rate than it is to reduce the inflation rate, so that when both were weighted equally in the cost functionals the optimal policy favored the unemployment rate. In one experimental run in Pindyck [1977] each authority had only one target variable – the price level for the fiscal authority and the unemployment rate for the
monetary authority, but these conflicting objectives were reversed in another run. A comparison of runs indicated that the fiscal authority had more control over the economy than did the monetary authority, reflecting the facts that in the common underlying econometric model the fiscal multipliers were larger than the monetary multipliers, and that longer time lags were inherent in monetary policy.

Pindyck noted, however, that this apparent superiority of fiscal policy reflected some controversial and possibly inaccurate assumptions in his modeling: While monetary policy operated with longer lags than fiscal policy, in fact fiscal variables (government spending and tax policy) cannot be manipulated as frequently and as freely as monetary variables. This limitation on the ability of the fiscal policy to manipulate its variables would probably reduce significantly the fiscal “advantage” that Pindyck observed. However, Pindyck’s results seemed to indicate that the suboptimality resulting from the conflicting objectives of the two authorities becomes severe only in the first four to six quarters of the planning period. After six quarters a “compromise” behavior occurred where neither authority was as close to its desired targets as it would be in a cooperative situation, yet the deviations from targets were not exacerbated in later years of the planning period, and oscillating outcomes did not occur.\(^8\)

Pindyck recognized that the linear-quadratic optimal control specification is not constrained to yield numerically “sensible” values. For example, in one of Pindyck’s experimental runs, the optimal solution yielded a negative unemployment rate (Pindyck [1971], Run 8). Another limitation of the linear-quadratic specification is that it is restrictive in that the cost functional is symmetrical, i.e., overshooting a policy target incurs the same cost as undershooting the target.

Pindyck acknowledged there may be functional forms other than the quadratic that are more representative of actual social costs, but reliably parameterizing them would be a very complex task. Attempts to generalize the cost-functional include a piece-wise quadratic, or a conjugate gradient method. As noted in Pindyck [1972b], even in relatively small nonlinear models, it has been difficult to obtain numerical convergence for solutions of optimal control. He noted in Pindyck [1972b] that “The experience in engineering has been that often the

\(^8\) More nuanced behavioral assumptions by the two authorities are considered in Neese and Pindyck [1984].
closed-loop control for a linear model can be applied adequately to the control of a physical system that is nonlinear. We have had less experience with control theory in economics, but we can expect that the adequacy or inadequacy of linear or linearized models will depend on how much of the dynamic behavior of the economic system is determined by the nonlinearities in its structure. Our analytical tools for dealing with the dynamics of nonlinear systems are meager and so we may have to look at computational results to get a better feeling for how much we can rely on linear optimal control as a means of obtaining stabilization policies.”

Notably, in his [1972b] article, Pindyck advocated using econometric simulation methods extensively, rather than pursuing nonlinear optimal control methods, to identify preferable time paths for various policies. Recognizing today that Pindyck was writing in 1972, more than half a century ago when many computational advances had yet to be invented, Pindyck asserted the importance of computational feasibility criteria that in his view favored simple optimal control techniques: “If optimal control is ever to gain the acceptance that simulation has as a practical tool for policy planning and analysis, it is imperative that it yield solutions that are computationally tractable...The linear-quadratic specification is robust in its applicability to the stabilization problem, and has the special advantage of being computationally tractable” (Pindyck [1972b, p. 389]).

III. CARTELS AND NATURAL RESOURCE EXPLOITATION

Robert Pindyck had a strong interest in global energy and natural resource markets including various market structures, such as monopolies and cartels, primarily in natural resource industries. In analyzing these markets, Pindyck used the tools of game theory.

III.A GAME THEORY: OPEC AS A SUSTAINABLE CARTEL

Hnyilicza and Pindyck [1976], for example, highlight that the composition of the OPEC cartel was diverse with potentially conflicting objectives: OPEC contained a block of “spender” countries with large cash needs and relatively small proven resource reserves (e.g., Iran, Venezuela, Indonesia, Nigeria, Algeria, and Ecuador), and another block of “saver” countries with little need for cash, a lower discount rate, and a relatively large proven resource reserve base e.g., Saudi Arabia, Abu Dhabi, Bahrain, Kuwait, and Qatar. If the two groups had the same objectives,
they could act together as a monopolist. But if they act as a cartel with different desired policies, actual cartel policy would depend on an agreement between the two groups accommodating both differences in objectives and in bargaining power. What would cartel policy look like with two such diverse sets of players?

The approach Hnyilicza and Pindyck [1976] took is based on the theory of cooperative (not non-cooperative) games developed by John Nash [1953]. Hnyilicza and Pindyck derived optimal trajectories for both price and the ratio of output shares assuming that the cartel maximized a weighted sum of discounted profits for each of the two groups of countries.

The two-part cartel consisted of a group of saver countries that have the objective

$$\text{Max } W_1 = \sum_{t=1}^{N}(1/(1+\delta_1)^t)[P_t - m_1/R_{t1}^1]D_{t1}$$  \hspace{1cm} (Eqn. 16)

and a group of spender countries with the objective

$$(\text{Max } W_2 = \sum_{t=1}^{N}(1/(1+\delta_2)^t)[P_t - m_2/R_{t2}^2]D_{t2}$$  \hspace{1cm} (Eqn. 17)

where $P$ is the price per barrel of oil in real terms, $R_1$ and $R_2$ are oil reserves in country groups 1 and 2 with $R_1 > R_2$, and $\delta_1$ and $\delta_2$ are the discount rates for country groups 1 and 2, respectively with $\delta_1 < \delta_2$. The ratio variables $m_1/R_{t1}^1$ and $m_2/R_{t2}^2$ are the average production costs (so that parameters $m_1$ and $m_2$ determine initial average costs) for each group of countries. $D_{t1}^1$ and $D_{t2}^2$ are the production of each group of countries determined by a division of total cartel production

$$D_{t1}^1 = \beta_t D_t,$$  \hspace{1cm} (Eqn. 18a)

$$D_{t2}^2 = (1 - \beta_t) D_t$$  \hspace{1cm} (Eqn. 18b)

where $D_t$ is total global demand for cartel oil in billions of barrels of oil per year, with $0 \leq \beta_t \leq 1$.

Suppose a cooperative agreement is worked out whereby price and output shares are set to maximize a weighted sum of the objectives of each group of countries

$$\text{Max } W = \alpha W_1 + (1 - \alpha)W_2, \hspace{0.5cm} 0 \leq \alpha, \beta_t \leq 1.$$  \hspace{1cm} (Eqn. 19)

There are now two control variables for the cartel – price and output share, and both can vary over time. By varying $\alpha$ between 0 and 1 and solving the resulting set of parametric optimization problems, a Pareto-optimal frontier emerges in the
space of realized outcomes \((W_1, W_2)\). Each point on the frontier corresponds to a
different trade-off between the relative objectives of the two groups of countries.

Determining the value of \(\alpha\) that is most likely to prevail as a result of a negotiated
agreement between the two groups of countries requires the solution of a
cooperative two-person game, i.e., requires a theory of bargaining. Hnyilicza and
Pindyck [1976] utilize an extremely general and robust theory of bargaining put
forth by John Nash [1953], two years after he developed his better known non-
cooperative theory. (See Figures 2 and 3 in Hnyilicza and Pindyck [1976, pp. 145-
146] for a graphical presentation.)

Since each of the two parties in a bargaining game attempt to move along the set
of bargaining outcomes in opposite directions, the problem is to determine a
meaningful measure of market power for the two parties. In the Nash approach,
the notion of a threat point is introduced, i.e. the outcome that would result if
negotiations were to break down and non-cooperative behavior were to ensue.
In essence, Nash’s solution is based on the premise that the relevant measure of
‘relative power’ that determines the outcome of the bargaining process is given
by the relative utilities at the status quo or at the point of no agreement. This is
plausible, since the reason each party is willing to bargain is that it expects to
achieve a payoff over and above the payoff attained at the threat point – both
parties should be willing to accept a division of the net incremental gains in a
proportion directly related to the losses incurred by not making an agreement.

As is common in cooperative games, for any value of \(\alpha\), the optimal path for \(\beta_t\)
follows a ‘bang-bang’ solution. In particular, the optimal \(\beta_t\) will remain at zero for
some time (until spender country reserves are depleted) and then jump to 1
(where it will remain until saver country reserves are depleted). However, this
cooperative solution may not be politically feasible; because of the incentive to
cheat, it may not be realistic to expect the two groups of countries to agree to this
allocation of output. Instead one might expect the two groups to divide output in
proportion to historic production levels, and simply optimize with respect to a
single price that approximates the monopoly price, with little need to negotiate.
On the other hand, if the output shares reflect choices and negotiations, the
optimal paths will depend significantly on the relative bargaining power of each
block.
Hnyilicza and Pindyck then argue that a “compromise” policy might be adopted whereby saver countries initially cut back production more than spender countries, but then expand production after 10 or 15 years, either with agreed-upon cutbacks by spender countries (who by then may have exhausted a significant fraction of their reserves) or with a drop in price. They conclude, “In fact, such a compromise policy may be exactly what we are observing now” (Hnyilicza and Pindyck [1976], p. 153). Note these authors were writing in 1976, not 2023, and in the half century since they wrote there have been other seismic shifts in oil markets. One prediction they made is clearly accurate, however: “Recognizing that the cartel consists of producers with somewhat different interests will be essential in predicting its response to these future cutbacks” (p. 153).

**III.B. WHAT MAKES CARTELS FEASIBLE AND SUSTAINABLE?**

OPEC is not the first cartel for an exhaustible resource, nor is it likely to be the last. In Pindyck [1978a], the issue addressed is “what makes a natural resource cartel feasible and sustainable”? A static analysis is unlikely to be informative, he argues, for the process of reserve depletion might have an important impact on monopoly pricing decisions, and on the potential gains from cartelization. Moreover, to the extent demands and supplies adjust only slowly to changes in price, a cartel might have the potential for large short-term monopoly profits by taking advantage of adjustment lags, behavior that is ignored in static analyses.

Pindyck [1978b] treats a cartel as a pure monopolist holding a known quantity of reserves and facing a ‘net demand’ function (total world demand minus supply from ‘competitive fringe’ producers who are not members of the cartel). He reasons that if the gains to the pure monopolist are small, one should not expect the cartel to remain stable over a long time period, while if the gains to cartelization are quite large, there should be sufficient incentive for the producers to overcome the problems typical of cartelization.

Pindyck then examines three known cartels: OPEC for oil, CIPEC (International Council of Copper Exporting Countries) in the case of copper, and IBA (International Bauxite Association) in the case of bauxite. The market dominance of these cartels varied considerably in the 1970s: while OPEC and IBA accounted for about two-thirds of non-Communist world oil and bauxite production, CIPEC
accounted for only one-third of copper production. For each market, Pindyck computes the optimal price trajectory and optimal sum of discounted profits for a monopolist cartel, and then compares these with the optimal price trajectory and sum of discounted profits that would result if the cartel dissolved (or never formed) and its members behaved competitively.

Because of adjustment lags, it was optimal for OPEC to charge a high price initially, taking advantage of the fact that net demand can only change slowly. He finds the optimal monopoly price rises slowly to about $15 a barrel in 1975, declines to about $10 for the next five years, and then rises slowly. The relative gains from cartelization by OPEC are largest during the first five years, since it is during these years the monopoly cartel can take advantage of adjustment lags and reap large short-term profits. Pindyck concludes the gains to OPEC from cartelization were high under a broad range of assumptions.

With bauxite, for a range of prices up to about $15.60 per ton the demand for bauxite is quite inelastic, but at higher prices it becomes economical to produce aluminum from sources other than bauxite, so that the demand for bauxite becomes almost infinitely elastic. In the inelastic region, the demand for bauxite depends on the demand for aluminum, with short-run elasticities much smaller than long-run elasticities (in absolute value). At a price of about $15.60, Pindyck expects the demand for bauxite to fall rapidly to zero, i.e., there is a “limit price” for bauxite of about $15.60.

Bauxite is quite abundant; reserves for the competitive fringe could sustain production for nearly 300 years at the then current levels. Initial production costs were about $5 per ton. In both the monopoly and competitive cases depletion plays only a very small role in price determination for the first 30 years; competitive markups over costs are quite small. However, monopoly price can almost be chosen at the profit-maximizing “limit” price each period, ignoring future periods. By comparison, the competitive price is lower than the monopoly price initially, but rises very slowly. The gains from cartelization are large, relatively larger for bauxite than for oil. The large gains, Pindyck concludes, should be sufficient for the maintenance of the IBA cartel.

Copper is quite different from oil and bauxite, primarily because of the large secondary supply, i.e. production from scrap copper. The presence of secondary
copper from scrap limits adjustment lags, for both monopoly and competitive producers. Unlike demand and competitive supply of oil and bauxite that adjust only slowly to changes in price allowing large short-term gains to a cartel, secondary copper supply responds very rapidly, thereby limiting gains to cartelization. To Pindyck[1978a], it is not surprising that it has been challenging for countries to establish and sustain a copper cartel.

III.C. CHALLENGING HOTELLING ON THE PRICING OF NON-RENEWABLE RESOURCES

The distinct trajectories observed and analyzed by Pindyck [1978a] raise the issue of what is the general theory of pricing for exhaustible resources. The classic theory is that from Hotelling [1931], who first demonstrated that if extraction costs were constant, under competition price minus marginal cost should rise at the rate of discount r, while in a monopolistic market, rents (defined as marginal revenue minus marginal cost) should rise at the rate of r.

However, this simple version of Hotelling’s r-percent growth rate for the price of an exhaustible resource has had only limited success in reproducing the actual evolution of resource prices; the prices of most exhaustible resources have not risen steadily over time, but instead have experienced long secular declines, or more commonly, have fallen over a long period and then later risen, following a U-shaped profile. Pindyck [1978b] and Levhari and Pindyck [1981] provide theoretical frameworks that can rationalize not only the Hotelling r-percent growth scenario, but also the much more frequently observed U-shaped price history. What is this general theory?

Pindyck [1978b] begins by arguing for replacing the word “exhaustible” with “non-renewable”, since the concepts of reserves and their exhaustion are ultimately economic rather than geological or physical notions.

Rather than a finite fixed set of reserves being depleted over time, Pindcyk envisages reserves as being created and depleted by producers facing economic incentives. Producers are not “endowed” with reserves but instead must develop them through the process of exploration. In Pindyck [1978b], reserves are increased or maintained via exploratory behavior. Exploratory activity is the means by which reserve levels are accumulated or maintained, and depletion is treated by assuming that reserve additions (“discoveries”) resulting from
exploratory activity fall as cumulative discoveries increase. Pindyck points out that “potential reserves” are unlimited, but as depletion ensues, repeated amounts of exploratory activity result in ever smaller discoveries. Given these constraints, resource producers must simultaneously determine their optimal rates of exploratory activity and production/depletion.

In Pindyck [1978b], the optimal intertemporal exploratory-production strategy is derived for competitive and monopolistic markets. He shows that if the initial reserve endowment is small, the price profile will be U-shaped; at first production will increase as reserves are developed, and later production will decline as both exploratory activity and the discovery rate fall.

Exploratory activity is chosen to build the reserve base up to a level that reduces extraction costs and then is adjusted over time so as to trade off cost savings from postponed and discounted exploration with savings from lower extraction costs and revenue gains from greater total production. Thus, the pattern of optimal exploratory activity depends highly on initial reserve levels and on rates of depletion.

If the initial reserve endowment is small, the price profile will be U-shaped, rather than steadily increasing as in the Hotelling model. This helps explain the fact that real prices of many non-renewable resources have fallen over the years. For example, the decline of real oil prices prior to the formulation of OPEC, and the decline in the real price of bauxite prior to the cartelization of the world bauxite market, can be attributed to the significant increases in the proven reserves of those resources that allowed production to increase steadily.

In the later stages of resource use (or throughout, if the initial resource endowment is large) price will increase over time as in the Hotelling framework. However, the introduction of exploratory activity reduces the rate of increase in price. Finally, in the development of a new resource for which depletion is not significant (but for which exploration and reserve accumulation are necessary), an optimal steady-state reserve level is reached that is independent of any initial reserve endowment.

Levhari and Pindyck [1981] have a different focus from Pindyck [1978b]. They observe that many resources are durable, so that their demands are for quantities of stock in circulation, rather than for flows of production, and thus depend on
expected changes in prices (“capital gains” or “capital losses”) as well as the current price level. As examples of durable resources, Pindyck-Levhari [1981, p. 366] cite “diamonds, gold, silver, and the other precious metals, but copper and other non-precious metals also have durable aspects”. Levhari and Pindyck also allow for partially durable resources, i.e., resources that depreciate over time, and distinguish them from perfectly durable goods.

Levhari and Pindyck [1981, p. 367] go on to state that “With nondurable resources such as oil and gas, demand is a flow, since once a unit of the resource has been consumed (burned), it no longer provides utility. A unit of a durable resource, on the other hand, continues to provide utility as long as it is held, so that demand is a stock relationship.”

Levhari and Pindyck [1981] show that Hotelling’s r-percent rule applies to a partially or totally durable resource produced in a competitive market, but does not apply if the resource stock is produced in a monopolistic market. However, they stress the r-percent rule clearly does not mean that price is steadily rising. Rather, if marginal production cost rises with the rate of production (which, they argue, must for the problem to make much sense), the competitive market price will fall initially as the stock in circulation increases, and later will rise as the stock decreases and eventually depreciates asymptotically to zero after production has ceased. In the special (and rare) case the resource is perfectly durable and demand is static, price will always be falling, and if the resource is partially durable but demand is growing at a rate close to (but less than) r, it is possible for price always to be rising. Levhari and Pindyck argue these are very special and extreme cases, and that in general one would expect the price of a durable exhaustible resource (a term they continue to use in spite of Pindyck [1978b]) to follow a broad U-shaped trajectory.

Levhari and Pindyck [1981] conclude, therefore, that while there are many factors and scenarios that can explain the historically observed U-shaped trajectory of exhaustible resources, for some resources durability may play a particularly prominent role in explaining observed price behavior.

**III.D. MASSIVE UNCERTAINTY IN NON-RENEWABLE RESOURCE MARKETS**

After having devoted considerably theoretical effort to helping explain why observed price behavior of non-renewable resources have historically followed a
U-shaped trajectory rather than obeying Hotelling’s r-percent rule, in a series of subsequent research projects Pindyck focused attention on the role of uncertainty – lack of knowledge regarding what demand and reserves will be in the future – in affecting market price evolution, the optimality of competitive markets, and the role and value of exploration in affecting uncertainty.

Pindyck’s [1980] characterization of uncertainty is not the common phenomenon in which some parameter or variable is taken to be unknown. He models demand uncertainty by assuming that the market demand function shifts randomly but continuously through time according to a specific stochastic process with independent increments. Although today’s demand is known precisely, future demand may be larger or smaller and has a variance that increases with the time horizon. Similarly, Pindyck envisages reserve uncertainty assuming that available reserves shift upward or downward, again randomly.

Hence, as exploitation proceeds, resource producers may find that more or less reserves are available for production than originally anticipated. In such a world, the observed market price will be a random process; Pindyck [1980, 1984] addresses a number of questions about the behavior of the market in expected value terms: (i) Does the presence of such uncertainty affect the behavior of the market, e.g., should the presence of uncertainty cause producers in competitive or monopolistic markets to be more or less “conservationist” than if there were no uncertainty? (ii) Do competitive markets exploit the resource at a rate that is socially optimal in the presence of uncertainty? And (iii) what are the implications of uncertainty for exploration, either as a means of reducing the uncertainty itself, or simply to accumulate reserves?

Producers in Pindyck’s [1984] model have complete information about the current status of a renewable resource market; what they do not know is the values of demand, and what the level of reserves will be in the future. However, since stochastic fluctuations occur continuously over time, producers can adapt to those fluctuations continuously. As a result, stochastic fluctuations alter the expected rate of change of price or resource extraction only to the extent that the average cost of production or productivity of exploration is changed through nonlinearity in a fluctuating variable.
Thus with average production cost constant, price will rise according to Hotelling’s r-percent rule. However, even with average production cost constant, the rate at which production falls, and the initial values of production and price, are affected by uncertainty. This occurs for two reasons. First, fluctuations cause shifts in demand functions, and second, because if demand is nonlinear, zero-mean fluctuations in price imply a net change in production in order for markets to clear.

Regarding exploration, as a means of gathering information, i.e. to reduce the variance of stochastic reserve fluctuations, exploration should only be used if production costs vary with reserves. In particular, if average costs decline with production, knowledge of reserves over time permit production costs to be reduced on average by allocating more production to periods when reserves are known to be larger. When instead exploration is used to accumulate reserves, the time profile of exploratory activity is altered if a stochastically fluctuating parameter enters the discoveries function nonlinearly. This occurs because fluctuations can change the average productivity of exploratory effort and thereby shift the optimal level of exploration.

**III.E. MEASURING MARKET POWER IN DYNAMIC MARKETS**

Pindyck’s contributions to the economics of non-renewable resources typically emphasize the role of market structure in affecting output quantity and price. But how does one measure market power when markets are dynamic, i.e., when price and output are determined intertemporally and jointly? That is the focus in Pindyck [1985].

The well-known measure of monopoly power is the Lerner Index, \( L = (P - MC)/P \). In competitive markets, \( P = MC \) and \( L = 0 \). In a static market, for a monopolist \( L = 1/\eta_f \), where \( \eta_f \) is the absolute value of the price elasticity of demand facing the firm, implying that the firm’s elasticity of demand completely determines its market power. The larger is \( L \), the greater is the degree of monopoly power.\(^9\) Pindyck [1985] argues persuasively that in dynamic markets, \( L \) is a misleading measure of monopoly power, in some cases understating monopoly power, and in other cases overstating it. In Pindyck [1985], using several examples, the

---

\(^9\) For an introductory discussion, see Pindyck and Rubinfeld [2013], pp. 371-373.
misleading nature of L as a measure of monopoly power is discussed: non-renewable resource markets, markets in which firms encounter learning curves, markets where firms face adjustment costs for quasi-fixed factors of production, and markets where firms’ demands respond over time (rather than instantaneously) to changes in price. In each example, L applies to only an instant time, while the impact of monopoly power always applies to some interval of time.

Pindyck’s generalization of L simply involves defining marginal cost more fully so that it incorporates any relevant “user costs” — the sum of discounted future costs or benefits that result from current production decisions, i.e., intertemporal externalities. He also considers measurement of monopsony power.

Pindyck argues that the Lerner index should be altered as follows

\[ L^*(t) = \left( P_t - FMC_t \right) / P_t = 1 - \left( \frac{FMC_t}{P_t} \right) \]  

(Eqn. 20)

where FMC is the full marginal cost at time t, evaluated at the monopoly output level. By this, Pindyck means that FMC\(_t\) includes any positive or negative what he calls “user costs” that result from the intertemporal nature of the firms’ optimization problem, where these user costs are calculated under the assumption that the firm is competitive. With FMC calculated in this way, \( 0 \leq L^*(t) < 1 \) for all t, and \( L^*(t) = 0 \) in a perfectly competitive market.

Consider, for example, a market in which producers learn from producing, so that average and marginal costs depend in part on cumulative production or “learning by doing”; in this case, with additional current production reducing future average and marginal costs, current marginal revenue at current production levels will exceed current marginal costs by a “user cost” amount representing the change in the discounted producer plus consumer surplus due to the value to the monopolist of producing one more unit of cumulative output. In this case, Pindyck shows that use of the traditional Lerner Index \( L(t) \) would understate dynamic monopoly power as measured by \( L^*(t) \).

By contrast, in the case of a nonrenewable resource, to the extent additional current production from a fixed reserve base increases future extraction and production costs, \( MC(t) > FMC(t) \), and \( L(t) > L^*(t) \).
A third example of monopoly power mismeasurement by the traditional Lerner Index involves dynamic demand functions, when consumers adjust their spending patterns, or as other competitive firms expand their production capacity as prices rise, implying that short- and long-run price elasticities differ, with the latter being larger in absolute value.\footnote{A fourth example of monopoly power mismeasurement is discussed in Pindyck [1986], in which internal costs of adjustment are considered for quasi-fixed factors of adjustment. Adjustment cost models are estimated in Pindyck and Rotemberg [1983a,b].} Suppose, for example, the monopolist’s demand function is more elastic in the long run than in the short run. Then it is optimal for the monopolist initially to set output above the point where marginal cost equals short-run marginal revenue; doing so creates a future marginal benefit by retarding the response of demand and the adjustment to long-run equilibrium. In this case, monopoly power measured by $L(t)$ is less than that by $L^*(t)$. Just the opposite occurs if the monopolist’s demand curve is more elastic in the short- than in the long run, as occurs when demand evolves according to “stock-adjustment” behavior, e.g., as occurs with copper where the durable good has a secondary or scrap supply.

**IV. UNCERTAINTY, IRREVERSIBLE INVESTMENTS, AND OPTION VALUES**

In the 1980s, Robert Pindyck was among a number of economists who expanded our understanding of investment behavior by considering implications of the fact that most investments involved irreversible decisions, leading to opportunity costs.\footnote{Pindyck’s contributions to this literature include Majd and Pindyck [1987], Pindyck [1988], He and Pindyck [1992] and Pindyck [1993a,b]. Here we focus primarily on Pindyck [1988]. Majd and Pindyck focus on the time between making a decision to invest vs. the time it takes to complete the investment project (“time to build”) during which the firm faces irreversible options on whether and how rapidly to complete the project. A principal finding is that increased uncertainty in demand likely has a depressive effect on the level of investment, an effect that becomes larger when there is time to build. He and Pindyck consider irreversible investment in the context of a multi-output firm that can install output-specific capital or, at greater cost, flexible capital that an be used to produce different outputs. A principal finding is that flexible capital is preferred only if its cost premium is low.}

**IV.A. IRREVERSIBILITIES MAKE NET PRESENT VALUE CRITERIA UNRELIABLE**

Pindyck [1988, p. 969] begins by asserting most investments involve some degree of irreversibility, and arguing an implication is that the Net Present Value rule of investment behavior is often misleading: “Most major investment expenditures are at least partially irreversible: the firm cannot disinvest, so the expenditures are sunk costs. Irreversibility usually arises because capital is iHndustry- or firm-
specific, that is, it cannot be used in a different industry or by a different firm. A steel plan, for example, is industry-specific. It can only be used to produce steel, so if demand for steel falls, the market value of the plant will fall. Although the plant could be sold to another steel company, there is likely to be little gain from doing so, so the investment in the plant must be viewed as a sunk cost. As another example, most investments in marketing and advertising are firm-specific, and so are likely sunk costs….When investment is irreversible and future demand or cost conditions are uncertain, an investment expenditure involves the exercising or ‘killing’ of an option – the option to productively invest at any time in the future. One gives us the possibility of waiting for new information that might affect the desirability or timing of the expenditure; one cannot disinvest should market conditions change adversely. This lost option value must be included as part of the investment. As a result, the Net Present Value (NPV) rule ‘Invest when the value of a unit of capital is at least as large as the purchase and installation cost of the unit’ is not valid. Instead, the value of the unit must exceed the purchase and installation cost, by an amount equal to the value of keeping the firm’s option to invest these resources elsewhere alive – an opportunity cost of investing.” Pindyck [1988, p. 969] then cites previous work in Majd and Pindyck [1987] showing that in many cases projects should be undertaken only when their present value is at least double their direct cost.

Pindyck [1988] shows that a firm’s capacity choice is optimal when the present value of the expected cash flow from a marginal unit of capacity just equals the total cost of that unit, the latter including the purchase and installation cost plus the opportunity cost of exercising the option to buy the unit. A firm’s market value has two components: the value of installed capacity (i.e., the value of the firm’s options to utilize some or all of this capacity over time), and the value of the firm’s options to add more capacity later. Pindyck’s numerical calculations suggest that for many firms, ‘growth options’ should account for a substantial fraction of market value, and the more volatile is demand, the larger is this fraction. In many investment projects, incremental investment occurs sequentially, with the firm investing until the value of a marginal unit of capital is equal to its total cost – the purchase and installation cost, plus the opportunity cost of irreversibly exercising the option to invest in the unit, rather than waiting for more information and keeping the option alive.
From where do such firm-specific productive investment opportunities arise? In some cases it is the result of a patent on a production technology, or ownership of land or natural resources. More generally, a firm’s managerial resources, reputation, market position and possibly, scale, all of which may have been built up over time, enable it to productively undertake investments that individuals or other firms cannot undertake (Pindyck [1988, p. 970]).

To the extent firms rely on the NPV rule in their investment decisions, Pindyck concludes, they will tend to overinvest. In markets with volatile and unpredictable demand, firms should hold less capacity than they would if investment were reversible, or future demands were known. Pindyck emphasizes much of the market value of firms is due to the possibility (as opposed to the expectation) of increased demands in the future. This helps explain that investment often occurs in spurts, and only when demand is rising above historic levels (Pindyck [1988], p. 980).\textsuperscript{12}

In concluding, Pindyck [1988, p. 983] inquires whether firms correctly take into account the opportunity cost of investing when making expansion decisions. Citing empirical evidence, he finds that for manufacturing firms, market values tend to increase (decrease) when managers announce an increase (decrease) in planned investment expenditures, which is inconsistent with a systematic tendency to overinvest. But he then cites anecdotal evidence that managers often base investment decisions on present values computed with discount rates that far exceed those that would be implied by the Capital Asset Pricing Model—diversifiable and nondiversifiable risk are sometimes confused, and an arbitrary “risk factor” is often added to the discount rate. He concludes, “It may be, then, that managers use the wrong method to get close to the right answer” (Pindyck [1988], p. 983).

\textbf{IV.B. COST VS. DEMAND UNCERTAINTY AND IRREVERSIBLE INVESTMENTS}

The above discussion regarding Robert Pindyck’s contributions to the literature on uncertainty and irreversible investment focuses primarily on the effects of demand uncertainty and future payoffs. Sometimes the cost of an investment is more important than the future payoff, particularly for large projects that take considerable time to build, such as nuclear power plants, large petrochemical

\footnotetext[12]{\textsuperscript{12} Also see Caballer0 and Pindyck [1996]}
complexes, new lines of aircraft design, and urban construction projects, although large size is not a requisite.

Pindyck [1993b] examines implications of cost uncertainty for irreversible investments. Two types of uncertainty emerge when the time to complete an investment projects takes considerable amount of time. The first is _technical uncertainty_, and it relates to the physical difficulty of completing a project; while the prices of construction inputs are known, the costs, time, effort, and materials required are uncertain. Technical uncertainty can only be resolved by undertaking the project; actual costs and construction time unfold as the project proceeds, regardless of whether total construction costs are less or greater than anticipated. Moreover, technical uncertainty is largely diversifiable. It results only from the inability to predict how difficult a project will be, which is likely to be independent of the total economy.

The second type of uncertainty relates to _input costs_, and is external to what the firm does, arising when the prices of labor, land and materials needed to build a project fluctuate unpredictably, or when unpredictable changes in government regulations change construction costs. Prices and regulations are exogenous, occurring whether or not the firm is investing, and are more uncertain the farther into the future one looks. Input cost uncertainty is particularly important for projects that take time to complete or are subject to voluntary or involuntary delays. Input cost uncertainty may be partly nondiversifiable, since changes in construction costs are likely to be correlated with overall economic activity.

The sources and amounts of cost uncertainty will vary greatly across different projects. Pindyck argues, however, that based on the range of parameter values that would apply to the bulk of large capital investments, factor cost uncertainty is likely to be more important than technical uncertainty in terms of its effect on the investment rule and the value of the investment opportunity. Pindyck [1993b] demonstrates this for investments in nuclear power plants, but he notes the opposite may be the case for some biopharmaceutical R&D projects. Although Pindyck finds that the critical cost to completion is not very sensitive to the degree of technical uncertainty, this finding is based on the assumption that the uncertainty is the same across all phases of the project. Increases in the
critical cost to completion may be much larger if a project’s uncertainty is largely resolved during its early phases.

V. UNCERTAINTY, INSURANCE AND IRREVERSIBILITIES IN CLIMATE POLICY

In the previous sections of this review, I have described a number of Professor Robert Pindyck’s most notable contributions. This includes the implementation of optimal control methods to identify optimal economic policies, analyzing how market structure and market power affect the price and output trajectories of non-renewable resources, and the roles of uncertainty, option values, and irreversibilities in affecting investment behavior. In this final review section, I describe how Professor Pindyck has integrated these various concepts and insights into his analysis of economic issues underlying climate policies.

V.A. THE CRITICAL IMPORTANCE OF UNCERTAINTY IN CLIMATE POLICY

Much public attention has focused on the irreversible damages wrought by growing CO₂ emissions and other pollutants that contribute to global warming. Is the existence of growing irreversible damages the principal motivation for enacting climate change policies today? No, writes Pindyck in his most recent book, *Climate Future: Averting and Adapting to Climate Change*; rather, it is uncertainty regarding the possibility of extreme adverse outcomes, and the opportunity to acquire insurance, that leads one to take immediate actions to mitigate climate change.

Regarding consequences of accumulating pollution and failure to take actions to mitigate global warming, Pindyck [2022, p. 75] emphasizes “Rarely do we read or hear that those things *might happen*; instead we’re told they *will happen*...The extent of climate change and its impact on the economy and society more generally, is far more uncertain than most people think.” What does the existence of uncertainty imply for policies? Pindyck begins his analysis as follows: “You might think so much uncertainty should lead us to wait and see what happens, rather than try to sharply reduce emissions right away. After all, if we don’t know how much the climate will change, and we don’t know what the impact of climate change will be, why take costly actions now? That is indeed the argument made by many of the people who oppose the imposition of carbon...”

---

13 See especially his chapter 4, “The Role of Uncertainty in Climate Policy”, Pindyck [2022], pp. 75-95.
taxes or other measures to reduce emissions. But that argument is wrong, and actually gets things backward. As we will see, the uncertainty itself can lead us to act now. Why? Because with uncertainty, and especially with the possibility of an extreme outcome, we need insurance” (Pindyck [2022, pp. 75-76]).

Irreversibilities are an inherent part of climate policy (and environmental policy more generally). It has long been understood that environmental damage can be irreversible, which can lead to a more “conservative” policy than would be optimal otherwise. And if the value of a cleaner environment to future generations is uncertain, the benefit from protecting it today should include an “option value”, which pushes the cost-benefit calculation towards protection.

A second kind of irreversibility, however, works in the opposite direction: Protecting paradise imposes sunk costs on society, costs that cannot be recovered, so that the expenditure is irreversible. To protect clean air and water could require sunk cost investments in abatement equipment, and an ongoing flow of sunk costs for more expensive production processes – funds that cannot be recovered in the future. This kind of irreversibility would lead to policies that are less “conservationist” than they would be otherwise, i.e., they would push the cost-benefit away from protection. While both these irreversibilities are important, we can’t say which one is more important.

Pindyck then argues that while there are uncertainties associated with environmental damages, they are limited and can be bounded. However, when it comes to climate sensitivity, the uncertainty of, say, mild vs. severe temperature outcomes, is much greater. To Pindyck, these uncertainties make the design and analysis of climate policy very different from most other problems in environmental economics, most of which are amenable to standard cost-benefit analysis, where we compare the cost of any particular emission reduction to the resulting benefit, and consider reducing emissions further if the cost is less than the benefit. To Pindyck, “there will be uncertainties over the costs and benefits of any candidate policy, but the characteristics and extent of those uncertainties will usually be well understood and comparable in nature to the uncertainties involved in many other public and private policy or investment decisions...But at a basic level, we’re in well-charted territory and we think we know what we’re doing.” (Pindyck [2022, pp. 77-78]).
But, Pindyck asserts, this is not the case when it comes to climate change. With climate change, there is disagreement among both climate scientists and economists over the likelihood of alternative climate outcomes, especially catastrophic outcomes. There is also disagreement about the framework to employ – for example, the discount rate to be used to compare future benefits with present costs is particularly important in climate policy, because most of the benefits will occur in the far future. These disagreements make climate policy much less amenable to standard cost-benefit analysis. To Pindyck, “The bottom line is that climate policy is complicated by the huge amount of uncertainty we face over the extent and impact of future climate change” which is “especially problematic when it comes to catastrophic outcomes” (Pindyck [2022, p. 78]).

One way to deal with uncertainty is to treat estimated parameters in integrated assessment climate models as random variables, and then observe the sensitivity of model outcomes to various parameter values via probability distributions; this is called Monte Carlo simulation. The probability distribution for a given parameter is typically chosen by the modeler, and represents the modeler’s views about the nature of uncertainty for that parameter. With 10 or 20 parameters, each with a probability distribution, the modeler has numerous combinatorial possibilities, and thus might run the model 100,000 times, generating a distribution (with mean and variance) for the output variable of interest, such as lost GDP at the end of the century.

While Monte Carlo simulation can be a powerful tool for incorporating uncertainty in a model, and is widely used, to Pindyck “…it is useful only when applied to a model that has a strong theoretical and empirical foundation, and has parameters for which the probability distributions are well understood and empirically supportable. In the case of climate change, however, we know as little about the correct probability distributions as we do about the damage function to which they are applied. What can we expect to learn from running Monte Carlo simulations? Unfortunately, not much” (Pindyck [2022, p. 81]).

Pindyck is equally skeptical about other methods for incorporating uncertainty into climate models. He quotes Mervyn King, former Governor of the Bank of England, who stated “…if we don’t know what the future might hold, we don’t know, and there is no point pretending otherwise” (Pindyck [2022, fn. 5, p. 81]).
V. B. CLIMATE INSURANCE TO DEAL WITH MASSIVE UNCERTAINTY

What to do given this massive uncertainty? Pindyck steps back and re-examines the value of climate insurance. Modelers of climate change typically utilize a “damage function”. Although the impact of any change in global temperature, for example, is uncertain, Pindyck argues that it is very likely that the damage function becomes increasingly steep; as the temperature change becomes larger, damages become more severe and adaptation becomes more difficult, so the incremental damage from an additional 1° Celsius of warming becomes ever larger (i.e., marginal impacts of temperature change increase with increases in temperature). As a result, for example, a 4° Celsius temperature change causes more than twice the damage of a 2° temperature change. Pindyck then shows how uncertainty, combined with an increasingly steep damage function, creates a value and demand for insurance.

Suppose the percent loss of GDP resulting from a temperature increase $\Delta T$, denoted as $L(\Delta T)$, is equal to the degrees of temperature change squared, i.e.

$$L(\Delta T) = (\Delta T)^2.$$  \hspace{1cm} (Eqn. 21)

Eqn. 21 states that $L(0) = 0$, i.e., with no temperature increase, there would be no loss of GDP. It also says $L(2) = 4\%$, i.e., a 2° C temperature increase would result in a loss of 4% of GDP, $L(4) = 16\%$, i.e., a 4° C temperature increase would result in a 16% loss of GDP, $L(6) = 36\%$, i.e. a 6° C temperature increase would result in a 36% loss of GDP, and so on. Note that each additional 2° C increase in temperature results in a larger and larger additional loss, revealing the “increasingly steep damage function”.

Now suppose we knew for certain that in 2050 the global mean temperature will increase by 2° C. And suppose we knew for certain that this 2° C will result in a 4% decline in GDP, compared to what GDP would be without the higher temperature. What percent of GDP should we be willing to sacrifice to avoid this temperature increase? Up to 4 percent, though we’d like to avoid the temperature increase at a cost of less than 4 percent, by developing and making use of energy-saving equipment. But if we needed to, we’d be willing to sacrifice up to a maximum of 4% of GDP.
Now instead of certainty suppose there is uncertainty over the temperature increase – it might not increase at all, or it might increase by 4° C, with each outcome having a 50% probability. The expected value (mean) of the temperature increase equals 0.5*0° + 0.5*4° = 2° C – the same as it was in the certainty case, but now there is uncertainty – it might be zero and it might be 4° C.

In terms of its damaging impact on GDP, since a 2° C temperature increase resulted in a 4% decline in GDP, would it be reasonable to assume a 4° C increase would be twice that of a 2° C increase, i.e. 8%? No – because of the increasingly steep damage function discussed earlier, we would expect the damages associated with a 4° C increase in average global temperatures to be much larger – according to the damage loss Eqn. 21, we’d expect it would cause a 16% drop in GDP. In this case, what percent of GDP should we be willing to sacrifice to avoid the possibility of a 4° C temperature increase?

To address that issue, consider the expected size of the impact on GDP. The expected size of the temperature change is still 2° C, and we noted earlier the impact of a 2° C temperature increase would be 4% of GDP. But the expected impact of a fifty-fifty chance of no temperature increase and a 4° C temperature increase is greater than 4% of GDP. Specifically, it is 0.5*0% + 0.5*16% = 8% of GDP. That indicates we should be willing to sacrifice up to 8% of GDP to avoid the 50% chance of a 4° C temperature increase. At 8%, we’d be willing to sacrifice more than 4% of GDP because the 4° C increase in temperature, which admittedly has only a 50% chance of occurring, would be so much more damaging.

Going one step further, suppose instead there is a 75% probability that there will be no temperature increase, and just a 25% chance of an 8° C temperature increase. According to the damage loss Eqn. 21, an 8° C temperature increase would be arguably catastrophic, resulting in a 64% decline in GDP. Note the expected value of the temperature increase is still 2° C (since 0.75*0° + 0.25*8° = 2° C), but the expected value of this temperature gamble is now much greater than 4% of GDP. By Eqn. 21 above, it is 0.75*0% + 0.25*64% = 16% of GDP.14

---

14 The “increasingly steep damage function” reflects a mathematical phenomenon known as Jensen’s Inequality: In mathematical terms, for any convex function g, E[g(X)] ≥ g(E[X]), where E is the expected value operator and X is the random variable.
That suggests that if we had to, we’d be willing to sacrifice up to 16% of GDP to avoid a 25% chance of an 8\(^\circ\) temperature increase. So we would be willing to pay a lot to avoid a very bad outcome, even if that outcome had only a small chance of occurring.

As Pindyck [2022, pp. 85-86] notes, “This is the essence of what insurance is all about: We pay to avoid a very bad outcome, even if that outcome is unlikely. That is why we insure our homes against major damage from fire, storms, or floods, why we buy medical insurance to cover the cost of major hospitalizations, and why we buy life insurance even if we are healthy and expect to live many more years. And that is why we as a society should be willing to pay a considerable amount for insurance against a very bad (even if unlikely) climate outcome.”

**V.C. RISK AVERTION AS ANOTHER RATIONALE FOR BUYING CLIMATE INSURANCE**

While the presence of an increasingly steep damage function provides a rationale for insuring against global climate warming, another phenomenon – the *declining marginal utility of income* provides a reenforcing motivation. The extra satisfaction we obtain from being gifted $50,000 is considerably smaller if our initial income is $1 million than if it is $25,000. Similarly, a decline in our income of $50,000 is more harmful to us if our initial income is $75,000 than if it is $1 million. And a decline in income of $50,000 is more than twice as harmful to us as a decline in income of $25,000. These are all examples of a declining marginal utility of income. Pindyck [2022, p. 87] argues that what we call a declining marginal utility of income corresponds to risk aversion.

Another example of risk aversion is the following: You would probably refuse a lottery in which you had a 50-50 chance of winning $100,000 or losing $100,000. The reason is that for most people the value of winning $100,000 is less than the lost value of losing $100,000. How much would you have to be paid to agree to take part in that lottery? Perhaps $25,000, so that you’d have a 50-50 chance of winning $125,000 or losing $100,000. The greater the amount you’d have to be paid, the greater is your risk aversion. How risk averse society is as a whole is difficult to determine, since people have diverse attitudes toward risk. Financial
market data tell us that investors in the aggregate seem to have substantial risk aversion, but not everyone is an investor, and averting climate change is not the same as investing in the stock market.

The joint existence of increasingly steep damage functions and risk aversion highlights why uncertainties over climate change are so important, and in particular why society should be willing to sacrifice a substantial amount of GDP to avoid the risk of an extremely bad climate outcome, even if the risk is small. The risk of an extreme outcome – what some call a “black swan” event or “tail risk” – might compel us to adopt a stringent emission abatement policy quickly, rather than waiting to see how bad climate change turns out to be. By reducing emissions now we would be buying insurance, and the value of that insurance could be considerable.

V.D. ENVIRONMENTAL PROTECTION EXPENDITURES AS IRREVERSIBLE SUNK COSTS

Pindyck [2022, pp. 88-90] reminds us, however, that a second type of irreversibility exists that works in the opposite direction: Protecting the environment imposes sunk costs on society. Keeping our air and water clean requires sunk cost investments in abatement equipment, and an ongoing flow of sunk costs for alternative and perhaps more costly production processes. If in the future clean air and water turn out to be less valuable than we currently expect, we will regret the irreversible expenditures that were made, and that could have been spent on other things. This leads us to less “conservationist” policies.

Climate change involves both types of irreversibilities. Because CO₂ can remain in the atmosphere for centuries, and ecosystem destruction from climate change can be permanent, there is clearly an irreversibility argument for taking early and decisive action. But reducing carbon emissions can be quite costly in terms of reduction in GDP, and those costs are largely sunk, implying a rationale for waiting.

We know both these irreversibilities are important, and they work in opposite directions. Which type of irreversibility will dominate depends in part on the nature and extent of the uncertainties involved – how much environmental damage will result from a higher atmospheric carbon concentration, and how reversible is such damage? Pindyck [2022, p. 89] argues that “The problem is that
we don’t know how those future damages will be valued, and we won’t know until the damages actually occur in the future”. If the damages are irreversible, there is almost no limit to the regret we might feel from not taking action today to reduce emissions and limit those future damages. As a result, argues Pindyck, the benefit from reducing emission should include an “option value”, which pushes the cost-benefit calculation toward early action.

Regarding the second irreversibility, the value of the damages might turn out to be only moderate, or slight, or even zero, in which case we would regret having spent resources today to reduce the damages. In that case waiting has an “option value”, pushing the cost-benefit calculation away from early action.

V.E. INSURANCE VALUE OF CLIMATE ACTION DOMINATES SUNK COST IRREVERSIBILITIES

Pindyck [2022, p. 90] addresses the question of which of these irreversibilities is more important as follows: “The uncertainties over the effects of emission reductions on temperature change and the effects of temperature change on GDP and welfare are so large that we can’t determine the net effect of the two opposing irreversibilities. On the other hand, these very large uncertainties imply that the insurance value of early action is large. Whatever the effects of the irreversibilities, they are likely to be swamped by this insurance value – which pushes us to early action”.

VI. CONCLUDING REMARKS

Robert Pindyck’s contributions to various economic literatures are remarkably numerous, as I have documented in the previous pages. Although uniformly rigorous, based on strong theoretical foundations and often embedded in dynamic contexts, these contributions are not just theoretical, but also inform and help us understand policy controversies. Pindyck’s contributions are much more than just important articles in economics journals; he is the author of two very successful textbooks – one in microeconomics and the other in econometrics; and he has been awarded numerous teaching awards by students at MIT. Robert Pindyck is a consummate educator.
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